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HW/SW Configurable LQG Controller using aSequential Discrete Kalman FilterMatthew Cauwels, Joseph Zambreno, Phillip H. JonesDept. of Electrical and Computer Engineering, Iowa State University, Ames, Iowa, USA 50010Email: {mcauwels, zambreno, phjones}@iastate.eduAbstract—A hardware/software configurable architecture forLinear Quadratic Gaussian (LQG) control is presented, which isa combination of a Linear Quadratic Regulator (LQR) controllaw with a Discrete Kalman Filter (DKF) state estimator. LQGcontrollers are ideal candidates for hardware acceleration, sincethe DKF algorithm requires matrix inversion, which is timeconsuming and potentially parallelizable. In this design, a functionally equivalent DKF method, called the Sequential DiscreteKalman Filter (SDKF), is used to transform the matrix inversioninto an iterative scalar inversion. The proposed design acts asan Intellectual Property (IP) Core, where the user can adjustscaling parameters in hardware and configuration parametersin software to tailor the given architecture to a wide range ofphysical systems. This differentiates the proposed design fromother LQG implementations since it is not application specific; infact, this architecture, which was targeted for a Xilinx Zynq-7020FPGA, allows for systems of state size 4 to 128 and achieves aspeedup of 23.6 to 167 over a 2.7GHz quad-core processor. Thegoal of this approach is to support a design methodology forbridging the gap between control theory and embedded systemsapplications. For evaluation, this architecture was compared to apure software LQG implementation. Additionally, the approachand results of recent LQG and LQG-related hardware designswere analyzed and compared to the proposed design.Index Terms—FPGA, LQG, Kalman Filter, HW/SW co-designI. I NTRODUCTIONAs technology advances, Cyber Physical Systems (CPS) arebecoming common among many different research domains[1]. However, since CPS involve intricate knowledge of boththe physical system and the computational device, we assertthat collaborations among researchers of varying backgroundsare becoming more and more necessary. One helpful toolfor connecting engineers of many backgrounds are fieldprogrammable gate arrays (FPGAs), which are frequently usedto prototype algorithm acceleration.Due to the increasing complexity of state-of-the-art controllers, control engineers have turned to FPGAs to acceleratethese computationally intense algorithms to yield practicalcontrollers [2]–[6]. FPGAs are ideal candidates due to theimmense opportunity for parallelism, which can lead to fastercontroller update rates. Additionally, a hardware-softwarecodesigned FPGA controller can allow for a partitioning ofsystem requirements among the collaborating engineers (i.e.,the workload of a controller design can be separated intospecialized tasks suited for each engineer).Without this collaboration among different disciplines, implementing such an algorithm on an FPGA would become a978-1-7281-1968-7/18/ 31.00 2018 IEEEdifficult endeavor, especially for those unfamiliar with hardware design. One control algorithm that is a prime target forhardware acceleration is the Linear Quadratic Gaussian (LQG)control algorithm. The LQG controller is composed of anoptimal state-feedback control law and a Kalman Filter stateestimator. Kalman Filters are computationally intense, so software implementations for high-order systems are infeasible,due to resulting in slow sample rates [7]. To this end, we havedeveloped a software-configurable FPGA-based co-processorarchitecture that implements an LQG control algorithm for awide range of systems. This design is intended to be usedas an Intellectual Property (IP) Core, similar to those createdby Xilinx and Altera. To implement this IP core, a controlengineer would need to provide system specifications (statesize, sample rate, etc.) to generate a customized architecture. A hardware engineer could then integrate this customIP core with the peripherals for the system (sensor inputs,actuator outputs). Lastly, the software engineer would updatethe remaining system parameters (controller gains, weightingmatrices) via software configurable registers.ConfigurablePlantParametersCPUUser InterfaceFPGA-Based S.o.C.AXI BusP.o.C.Plant(s)Controller(LQG)I/OReconfigurable LogicFig. 1. An example system-level schematic showing how the hardwarecontroller would interface with the software, Plant-on-Chip (PoC), and avariety of physical system.A system-level overview of the proposed system is presented in Fig. 1. The intent of this design is to allow rapidprototyping of an LQG controller among a variety of physicalsystems, which can be emulated for correctness using a Planton-Chip (PoC) [8]. The PoC is a hardware model of thephysical system that would allow the user to verify theircontroller design before interfacing with the physical plant.Contributions. There are three primary contributions of thispaper: 1) the design of a software-configurable LQG controller,with single-precision floating point accuracy, 2) the design ofa modified multiply-accumulate structure to allow for reuseof the adders when performing matrix addition, and 3) the
implementation of a scalable LQG controller in hardwareusing the Sequential Discrete Kalman Filter.Organization. The paper is organized as follows: SectionII overviews the related work in hardware implementationsof matrix inversion algorithms, Kalman Filters, and softwareconfigurable control algorithms. Section III introduces theconcept of state-space modeling as well as the LQG, LQR,and SDKF algorithms. Section IV gives a detailed descriptionof the proposed design. Section V presents the evaluation ofthe design against a pure software approach as well as againstother closely related architectures. Section VI concludes thepaper and details avenues for future work.II. R ELATED W ORKThis section consists of three parts: 1) an overview ofcommon ways matrix inversion (which is typically the bottleneck of LQG computations) is performed in hardware, 2)a summary of recent hardware implementations of KalmanFilters (a core component of LQG control), and 3) a surveyof control algorithms in FPGAs.Matrix Inversion in Hardware: There are many ways tosolve for the inverse of a matrix. The standard analyticaldefinition of a matrix inverse (i.e., the adjoint divided bythe determinant) can be efficiently implemented in hardwarefor matrices with low dimensionality [9]. However, as dimensionality increases, this solution becomes infeasible, since thecomputations grow exponentially. Another approach for solving matrix inversion is the modified Gram-Schmidt algorithm,which is based on QR decomposition. Irturk et al. took thisapproach in [10] and performed matrix inversion for up to an8-dimensional matrix. Additionally, a common practice is touse a systolic array based on the modified Faddeev algorithm[7], [11]. Xu et al. proposed the SPMI algorithm in [12], whichis based on the Cholesky decomposition.Kalman Filters in Hardware: Due to hardware’s ability toexploit the parallelism available in matrix inversion, plentyof applications of Kalman filters have been implemented inFPGAs. Several designs for low-order systems have beenproduced [7], [13], [14], with the implementation in Phuonget al. [13] achieving sample rates as low as 5µs for a 3rd order system. However, these designs are application specificand use high level design suites (LabView), which removethe user from the intricacies of the hardware design. Johnsonet al. developed a Kalman Filter implementation in [11] forimage denoising, where he used a systolic array structure builtfor a 3rd -order system as a sliding window to scan throughimages, reporting a 512 512 image scan period of 33ms.Their approach to handled matrix arithmetic using a systolicarray based on the modified Faddeev algorithm. Kettener andPaolone proposed using a Sequential Discrete Kalman Filter(SDKF) in [15] for state estimation, which replaces the matrixinversion present in DKF with a sequential sequence of scalarinversions. One common assumption must hold true for SDKFto be equivalent to DKF: the sensors are uncorrelated (i.e.,the act of taking a measurement from one sensor does notimpact the measurement of another sensor) [15]. This is areasonable assumption, since most sensors are uncorrelated;however, Kettener and Palone go on to make a few moresimplifying assumptions that limit the scope of their designto their specific application.Control Algorithm Architectures: Since hardware designsare often application-specific, implementing these computationally intense controllers in hardware is time consuming.To help decrease the hardware design time, tools have beencreated to generate HDL from high-level applications, such asMatlab and LabView, which have been successfully used toaccelerate application specific control systems [16], [17]. Infact, these high-level applications have been recently used toimplement LQG controllers [2], [5]. However, few controllershave been presented that accelerate a control algorithm for avariety of applications. One example is a software configurablecoprocessor for LQR control [18]. This configurable designyields a 100 factor speedup over an ARM processor; however, this design uses a Luenburger observer in conjunctionwith the LQR controller, which is susceptible to noisy sensorinformation. Our work presents a software configurable coprocessor for LQG control.III. LQG A LGORITHMA linear quadratic gaussian (LQG) controller is the combination of an optimal state-feedback control law and a leastsquares regression state estimator. This section will lightly introduce these concepts. First, an overview of state-space modeling will be presented followed by a summary of the wellknown linear state-feedback control law, the linear quadraticregulator (LQR). Lastly, a variation of a discrete KalmanFilter, the sequential discrete Kalman filter (SDKF), will beintroduced. The LQG controller presented in this paper is acombination of an LQR control law and SDKF state estimator.LQRPlantKalmanFilterLQGFig. 2. The block diagram for a LQG controller.A. State-Space ModelingA discrete state-space model is a set of linear equations thatdefine the future dynamics of the system based on the currentdynamics as well as the current input to the system. The lineardiscrete time-invariant state-space model is defined as:xk 1 Axk Buk(1)yk Cxk Duk(2)Where xk is the state of the system at time k
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uk is the input(s) to the system at time kyk is the output(s) of the system at time k A is a n n matrix that describes the internal dynamicsof the system B is a n m matrix that describes the effect of the input(s)upon the system C is a p n matrix that describes how the states of thesystem effect the outputs D is a p m matrix that describes the direct effect theinput may have on the outputs of the system n is the number of states of the system m is the number of inputs to the system p is the number of outputs from the systemWith respect to a closed-loop control system, the stateupdate equation (1) defines how the system transitions fromstate-to-state based on the systems dynamics (matrix A) andthe systems response (matrix B) to inputs. Equation (2)describes the sensed outputs (yk ) with respect to the systemdynamics (matrix C) and any feed-forward input (matrix D). derived such that matrix inversion is avoided by sequentiallyiterating through the estimation stage to produce the stateestimate using scalar inversion (for a proof of equivalencebetween the DKF and SDKF, see [15]).A Kalman Filter model (6-7) is a slight variation of theequations given in (1-2).xTk Qxk xTk N uk uTk Rukzk Hxk vk(7)wk N (0, Qk )An LQR controller is an optimal state-feedback controllerwhich computes the inputs to the system (uk ) by (3), whereK is a static gain matrix that allows uk to minimize the costfunction (4) [19].uk Kxk(3) X(6)The key difference is the addition of two Gaussian whitenoise vectors: process noise (wk ) on the state update equationand measurement noise (vk ) on the output equation. Noticethat the output of the system now is labeled zk , which is themeasured states of the system. Additionally, any feed-forwardcomponent of the system has been absorbed into the stateequation and matrix H is usually equivalent to C in (2).The noise vectors of the model are assumed to be zeromean, normally distributed, uncorrelated spectral white noise[20]. As such, the following can be definedB. Linear Quadratic Regulator (LQR)J(u) xk 1 Axk Buk wk(4)k 1The matrices Q, N , and R are known as weighting matricesand are tuned to obtain the desired state-cost, state-input cost,and input-cost, respectively [19]. By tuning these matrices, acontrol engineer can obtain the corresponding K that meetstheir control specifications (e.g., steady-state error, overshoot,settling time). Since K is obtained from optimizing a costfunction, it is said to be an optimal control law.Combining (1) and (3), we obtain the closed-loop equationfor the systemxk 1 (A BK)xk(5)One should take note that an assumption was made: allstates of the system are readily available for the control lawto use. In most circumstances, this is not the case, due to thecost or impracticality of having a physical sensor for eachsystem state. However, if the system meets the requirementsfor observability [19], a state estimator can be designed toestimate the unknown states of the system.C. Sequential Discrete Kalman Filter (SDKF)A Kalman Filter algorithm is an optimal state estimator thatrecursively minimizes the error of a random variable, in thiscase, the states of a system [20]. The algorithm consists oftwo stages: the prediction stage and the estimation stage. Inthe discrete Kalman Filter (DKF) algorithm, the estimationstage involves a (p p) matrix inversion. Thus a variation ofthe DKF, the Sequential Discrete Kalman Filter (SDKF), wasQk [wk wkT ]vk N (0, Rk )Rk [vk vkT ]E[wk vkT ] 0where N (µ, σ 2 ) stands for normally distributed with µmean and σ 2 variance, E[·] is the expected value, and Qk& Rk are the process and measurement covariance matrices,respectfully, which are different than the weighting matricesspecified in (4).It is also necessary to distinguish between the true state ofthe system (xk ) and the estimated state of the system (x̂k ).Additionally, the Kalman Filter estimates the states in two stages: a prediction stage (x̂ k ) and an estimation stage (x̂k ). Thus, two different errors (ek , ek ) can be defined as well asthe error covariance matrices (Pk , , Pk ): e k xk x̂k TPk E[e k (ek ) ] e k xk x̂k TPk E[e k (ek ) ]For both the DKF and SDKF algorithm, the prediction stageof the Kalman Filter algorithm is defined as x̂ k Ax̂k 1 Buk 1(8) Pk APk 1AT Qk(9)For the SDKF algorithm’s estimation stage, let i {1, , p},where p is the number of sensors/measurements taken, be theindex for an iteration, then the following are defined aszk,i (zk,i )Hk,i rowi (Hk )Rk,i diag(Rk )With the initial values given in (10), (11-13) are iterativelyrepeated to obtain the final state estimate and error covariancematrix. x̂ Pk,0 Pk (10)k,0 x̂k TTKk,i Pk,i 1Hk,i(Hk,i Pk,i 1Hk,i Rk,i ) 1 x̂ k,i x̂k,i 1 Kk,i (zk,i Hk,i x̂k,i 1 )(11)(12)
Pk,i Pk,i 1 Kk,i Hk,i Pk,i 1(13)A key assumption is that the measurement covariance matrix(Rk ) is diagonal (i.e., there is no correlation among thesensors of the system). This assumption is reasonable, sincethe reading of one sensor rarely impacts another sensor’s value.Choosing a sequential method for hardware implementationmay seem counterintuitive since this may remove opportunitiesfor parallelism; however, the parallelism leveraged in thisdesign comes from the individual matrix and vector computations, not necessarily the LQG algorithm. Thus, the choiceto use SDKF over the DKF was two-fold: 1) scalar inversionis easier to implement than matrix inversion and 2) having ascalar inverse allows for the opportunity to create a scalablearchitecture to exploit the parallelism of matrix operations.IV. A RCHITECTUREThis section details the hardware architecture used to implement the LQG controller using SDKF. First, a high-leveloverview of the architecture is presented, followed by adescription of the individual components.FSMScalarAdderAXIBRAMs ScalarInvMultiplyAccumulateTreeFig. 3. Top-level schematic of the proposed architecture for the LQGcontroller IP Core.A. OverviewFig. 3 illustrates our architecture for the HW/SW configurable LQG controller. There are three main components: 1)the multiply-accumulate tree, 2) the scalar-adder and inverter,and 3) the memory management architecture. Lastly howsoftware is used to configure the parameters of the system,such as those referenced in Section III-A, will be described aswell as how sensors will interface with the LQG controller.Table I shows the scheduling of (3), (8-9), and (11-13) intoindividual matrix operations. The mapping of the states toequations is as follows: states 1-2 correspond to the SDKFprediction equations (8-9), states 3-5 to the SDKF estimationequations (11-13), and state 6 to the LQR control-law in(3). Notice that the states are separated into the three modesof the multiply-accumulate tree: matrix-vector multiplication,scalar multiplication, and element-wise addition/subtraction.The LQG equations were arranged this way to maximizethe throughput of the pipeline by minimizing the number oftransitions between modes.TABLE ILQG E QUATION S CHEDULING D .1S.A.20T3,BT3,BT2,Bx̂kT0,Bx̂kOp. ,AT1,AT0,BT1,Ax̂kPkukB. Multiply-Accumulate TreeA multiply-accumulate structure is well suited to performmatrix-vector and matrix-matrix multiplication; however, theLQG control algorithm also requires scalar-matrix multiplication and element-wise addition. To avoid implementinganother arithmetic structure, the multiply-accumulate tree wasmodified by fanning out the outputs of all multipliers andadders to their respective BRAMs as well as by multiplexingthe adder inputs to allow for element-wise addition/subtraction(see Fig. 4). While this causes an increase in control logic, thisreuse of the adders exploits the parallelism of the elementwise addition/subtraction while decreasing the overall size ofthe design.The multiply-accumulate structure has three modes: 1)matrix-vector multiplication, 2) scalar multiplication, and 3)element-wise addition/subtraction. The first mode is the standard multiply-accumulate tree for matrix-vector multiplication,as seen in the bottom-left of Fig. 4. Notice that it can alsobe used for matrix-matrix multiplication, though the time ittakes to perform this operation increases by a factor of n.Additionally, if the number of rows (n) is less than the numberof multipliers, the multiply-accumulate structure will needadditional circuitry to accumulate the partial sums producedby the lack of multipliers. Reduction circuits are incorporatedto accumulate these partial sums. As shown in Fig. 4, therequired number of reduction circuits, k, can be calculated bylog2 (i) k log2 (n)(14)where i is the number of multipliers in the multiplyaccumulate tree and n is the number of columns in the matrix.The second mode is for scalar-matrix multiplication, whichis used in state 4 (see Table I). Rather than pad the standardmultiply-accumulate tree with zeros, the multiplier’s outputsare fanned out of the structure early and fed back around totheir respective BRAMs, which reduces the latency to that ofthe floating-point multipliers.The third mode enables the reuse of the adders within themultiply-accumulate tree, which is done by multiplexing the
log2(i) k log2(n), where k 1Depth 1 Depth 2A(0) Depth log2(i)C. Scalar-Adder & Inverter RC 1RC kB(0)A(1)A(1)B(1)B(1)A(i) A(i – 1) B(i – 1)B(i)B(i – 1) A(i – 1)RC Out A(i)B(i)A(x – 1)A(x – 1)B(x – 1)B(x – 1) A(x)A(x)B(x)B(x)Mode 1: Matrix-Vector MultiplicationMult(x – 1)A(x – 1)Add(x – 1)B(x – 1) A(x)B(x)Mult(x)Among the equations performed in Table I, one shouldnote that 3.d & 3.e are scalar addition (S.A.) & subtraction,respectively. Thus, using the pipeline to perform these scalaroperations, a single floating-point adder is included outsideof the multiply-accumulate tree to increase the parallelism ofthe system. Additionally, the scalar inversion (3.f) (Inv) isperformed on the result of the scalar addition (3.d), so theoutput of this scalar-adder is fed into a floating-point scalarinverter, as seen in Fig. 5. With reference to Fig. 3, both theoutput of this adder and inverter are fed into the multiplexerso that the results may be stored in memory.Mode 3: Element-wise AdditionMode 2: Scalar-Matrix MultiplicationBRAM SAFig. 4. Schematic of the proposed multiply-accumulate structure. Note thatwhile it is not shown in the diagram, all floating-point multiplier & adderoutputs are fanned out of this structure and fed to their respective BRAMs.Additionally, the three operating modes of the circuit are shown, where thedata path for each mode is the dashed line.inputs to the adders with the inputs to the multipliers. Since themultiply-accumulate tree has one less adder than the numberof inputs, an additional adder is incorporated by generatingat least one reduction circuit. While it may be unnecessaryfor matrix-vector multiplication, having the number of addersequivalent to the number of inputs avoids multiplexing everyadder output to every Bloack RAM (BRAM), thus simplifyingthe control logic and allowing faster system clock rates.The notation of the multiply-accumulate tree’s Depth refersto the layers of addition within the tree, as seen in Fig.4. For this design, Xilinx floating-point v7.1 IP cores wereused for floating-point addition/subtraction, multiplication, andscalar division in this design, with latencies of Lat 12,Lat 9, and Lat 30, respectively. Notice that ifreduction circuits are needed, then they will add additionaldelay to the pipeline depth. By design, the pattern emergesthat a reduction circuit produces valid sums every 2k clockcycles, where k is the index of the reduction circuit. Thereforethe multiply-accumulate tree’s pipeline depth (P.D.) can becalculated by (15).BRAM SA InData1P.D. Lat Lat (log2 n) 2k(15)k 1With (15) defined, the timing of the states in Table I can becalculated using the equations in Table II.TABLE IILQG S TATE T IMING D ETAILSState123456Number of Clock Cycles2n3 n2 nm P.D.2Depthn2 n Lat 2Depthn2 n 2(P.D.) Depth2n2 2n Lat 2Depthn2 n Lat 2Depthmn P.D.Depth22nmax{ 2Depth, (Lat Lat )}Inv OutSA OutRC OutFig. 5. Schematic of the scalar-adder & inverter. Having a scalar-adder &inverter increases the system’s parallelism and avoids implementing a separatematrix inversion architecture.Additionally, since the measurement covariance matrix(Rk,i ) and the sensor inputs (zk,i ) are only used 3.d and 3.e ofTable I, a specific BRAM, BRAM SA, is used to store thesevalues.D. Memory Management ArchitectureBRAMs are used to store the constants and temporary (T )values used in the Table I equations. For each multiplierthere are two BRAMs, BRAM A and BRAM B, as seen inFig. 6. This was done to denote their correspondence to theirparticular input to the multiply-accumulate structure.Add(0)Mult(0)RC OutAXIBRAM A(0)SA OutA(0)BRAM A InData(0)0Inv OutMult(0)RC OutAXIA Zero(0)BRAM A OutData(0)BRAM B(0)BRAM A Sel(0)Add(0)log2 n DepthXBRAM SA OutDataB Zero(0)BRAM B OutData(0)B(0)BRAM B InData(0)0 BRAM B Sel(0)Fig. 6. Schematic of the memory management system. The multiplexedoutputs of the BRAMs allow for zeroes to be fed into the multiply-accumulatetree when not reading from memory.There were several memory storage issues to consider whendesigning the controller. The first was determining whichoutputs of the multiply accumulate tree should be fed backinto each BRAM. Another was determining how to schedulethe constants and temporary variables in memory. Lastly, amechanism for coordinating matrix-matrix multiplication aswell as matrix-addition was needed.The first design challenge was determining the inputs toeach BRAM. As seen in Fig. 6, the output of each BRAM’s
corresponding adder and multiplier are fed back to allowfor addition/subtraction and scalar-matrix multiplication (e.g.,Add(0) & Mult(0) are inputs to BRAM A(0) & BRAM B(0)).The output of the multiply accumulate tree (RC Out) isfed back to every BRAM to store of the results of matrixvector and matrix-matrix multiplication. Additionally, the AXIinterface is an input into the BRAMs so that they can beinitialized via software. BRAM A also has the output of theinverter and BRAM B has the output of the scalar adder.Another consideration was which constants and temporaryvariables to put into each BRAM. Table III shows the breakdown for which constants were stored in which BRAM andgives the formulation for the size of the variables given theparameters n, m, p, and Depth.TABLE IIIBRAM C ONSTANT AND VARIABLE M EMORY A LLOCATIONBRAM AA n22Depthn2Pk 2DepthnT1,A 2DepthT2,A 1npHk 2DepthnmB 2DepthmnKlqr 2DepthBRAM Bn22Depthn2T0,B 2DepthnT1,B 2DepthT2,B 1npHk 2Depthn2Qk 2DepthT3,B nnxk 2Depthmuk 2DepthAT Notice that T3,B is of size n. This is due to state 4.b ofTable I, which calculates the outer product (i.e., a (n 1)vector is multiplied by a (1 n) vector to create a (n n)matrix). Note that the outer product requires each element ofthe vector to be multiplied by each element of the other vector.Rather than constructing a resource heavy cross-bar betweenthe BRAMs and the inputs to the multiply-accumulate tree,Tevery BRAM B holds the complete (n 1) vector Pk Hk,iin T3,B . While this design choice requires additional logicto perform the computations in states 3.b & 4.a, this is amuch more advantageous design choice since an n2 crossbaris avoided and this method helps to equalize the number ofmemory locations used in both BRAM A and BRAM B.The last design consideration was how to store the matricesacross multiple BRAMs. Intuitively, there were two logicalways to serially store matrices: 1) row-major order or 2)column-major order. A method for switching between thesetwo storage mechanisms is needed to perform both matrixaddition and matrix multiplication. The mechanism used forstoring matrices is shown in Table IV. This switching mechanism is utilized in state 1.d of Table I to align Pk for matrixaddition.E. Software & Peripheral InterfaceSoftware is used to allow the user to input the systemparameters, i.e., dimensions of the system (n, p, and m) andthe system matrices (A, B, Klqr , etc.). The dimensions of thesystem will be used in the software to calculate the timingTABLE IVBRAM M ANAGEMENT M ECHANISMBRAM WriteAddr(i) BaseAddr jProcedure Switch Storage Scheme2 1If ((i 2Depth 1)&&(k 2nDepth))ni 0; j l 1; k 2Depth ; l l 1;Elsej k l;2 1If(k 2nDepth)ni i 1; j l; k 2Depth;End if;nk k 2Depth;End if;Procedure Maintain Storage SchemenIf (i 2Depth)i 0;n2If (j 2Depth)j 0;Elsej j 1;End if;Elsei i 1;End if;of the FSM and configuration of the hardware (e.g., howto configure the multiplexers between reduction circuits). Toinitialize the hardware controller, the calculated configurationvalues will be loaded into software-configurable registers thatinterface with the hardware and the matrix coefficients will beloaded into the BRAMs.Additionally, physical sensors must interface with the controller. Sensor values must be regularly converted from rawsensor data into their floating-point values and stored intoBRAM SA. This can be done in software or hardware, thoughthe user will need to consider their design constraints to choosewhich method is better suited for each particular sensor input.V. H ARDWARE I MPLEMENTATION AND A NALYSISA. Evaluation MethodologyOur software configurable LQG controller was designed inVHDL using the Vivado 2017.1 Design Suite. The prototypetarget was a Zedboard with a Xilinx Zynq FPGA (XC7Z020).The Zync FPGA consists of a reconfigurable fabric for customdesigns as well as a dual-core ARM Cortex-A9 processorwith configurable clock frequency of 100-667MHz. The LQGalgorithm presented in Table I was verified for a invertedpendulum system in Matlab. The results of our LQG controllerwere equivalent to the results obtained via Matlab, validatingthat the LQG control algorithm was implemented correctly.Two sets of experiments were performed. First, the LQGwith SDKF was implemented in C. Varying the number ofstates, the amount of time to complete one iteration of the LQGcontroller was experimentally obtained for an ARM processor(with varying clock frequencies) and a 2.70GHz quad-coreprocessor. These results were compared to the hardwaresanalytically calculated timing results for varying state sizeand pipeline depth. The second was to compare the timingcalculations and size of design against that of other reportedcontrollers and Kalman filters of similar state dimensions.
TABLE VS OFTWARE LQG W / SDKF I TERATION T IMECortex-9ARM DualCore CPUClock Rate100 MHz333 MHz667 MHzAMD FX-98002.70GHzQuad-CoreSize (n m 5.3s4.65s2.38s---3.00ms32.0ms199msB. Software ComparisonTables V and VI report the amount of time it takes for thesoftware and hardware to complete one iteration of the LQGequations, respectively. With the hardware running at 100MHz,the results show that there is a 15.5 to 2017 factor speed-upover the embedded ARM processor running at 667MHz, withn 4 to n 128 states, respectively. Compared with a quadcore processor running at 2.7GHz, the results show a 23.6 to167 factor spee
Kalman Filter (SDKF), is used to transform the matrix inversion into an iterative scalar inversion. The proposed design acts as . ing matrix inversion is the modiﬁed Gram-Schmidt algorithm, which is based on QR decomposition. Irturk et al. took this approach in [10] and performed matrix inversion for up to an
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A long-range depth camera with con gurable eld of view and resolution 


nology used, the maximum imaging range is typically around 5 m, and can increase up to a maximum of 10 m in the case of the SR4000, albeit with a smaller eld of view. 4 Con gurable depth camera The con gurable depth camera is based on a long-range 3D laser scanner that allows full dynamic control over the scanning region as well as the angular .
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The LQG/LTR Procedure for Multivariable Feedback Control Design Abstract-This paper provides a tutorial overview of the LQG/LTR design procedure for linear multivariable feedback systems. LQWLTR is interpreted as the solution of a specific weighted H*-tradeoff hetween transfer functions in the frequency domain. .
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A Guide to Design MIMO Controllers for Architectures 


robustness analysis of the LQG controller we design. 2.1 LQG Controller An LQG (Linear Quadratic Gaussian) controller is a type of MIMO controller to minimize tracking errors in the . such as power gating a core vs resizing the reorder buffer. We would want to prefer changing the low overhead input more often than the higher overhead input .
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MIL-STD-810F, Method 514.5, Procedure I, Category 14, Sine and Random vibration per Table 514.5C for Helicopter AH-6J Main Rotor with overall level of 5.6 Grms for 4 hours per axis. MIL-STD-810F, Method 514.5C, General Minimum Integrity Curv
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Scaleable. Con˜gurable. Affordable. 


The CARESTREAM DRX-1 System converts your present equipment to full-digital, wireless imaging. Our portfolio of DR detectors includes wireless, shareable and xed models to meet your demands based on exam type, detector size,
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General Election 2018 Official Certification | Dutchess County Board of ... 


Thomas P. Zugibe (DEM, CON, IND) DEM CON IND James F. Reitz (REP, CON) REP CON Phillip A. Grimaldi Jr. (REP, CON} REP CON Robert H. Freehill (REP, CON, IND, REF} REP CON IND REF Write-in Scatter Void Total 114182 221381 234 3236 0 0 51323 100344 51650 39161 7070 2463 53174 49990 3184 49895 55040 58999 53962 5037 64528 50472 10807
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Court Reporter Plan Final 1-9-2019 - United States District Court for .

court assignments, pooling, authorization of leave, and efficient service to the Court and litigants. Each official court reporter in this district shall prepare and submit to the Court Operations Supervisor the quarterly report AO 40A, Attendance and Transcripts of U.S. Court Reporters, listing hours and days in court and any transcript backlog.
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Mixed Court and Court: Could the Continental Alternative Fill the .

embraced the mixed court after conquering Hanover. By the 1870s when unified national codes of procedure and court structure were being drafted, the Prussians sought to eliminate the jury court entirely in favor ofthe mixed court. The politics ofthe moment resulted in a compromise for the 1877 code that lasted until'1924: The jury court was .
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Gymnasium Equipment Court Design & Rules

Gym Equipment Court Design and Rules-International Page 3 of 16 International/Olympic (FIBA)—Basketball Court Layout and Equipment Rules (Men's & Women's) RULE TWO - COURT AND EQUIPMENT Article 2 Court 2.1. Playing court The playing court shall have a flat, hard surface free from obstructions (Diagram 1) with dimensions of 28 m
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Chapter 9 - Suits/Action Types (G-M) - Judiciary of Virginia

the general district court may issue following receipt of a circuit court abstract of judgment (use form CC-1464, A. BSTRACT . O. F . J. UDGMENT) in the general district court. If a district court abstract is docketed in the circuit court, the limitation for the enforcement of that district court judgment is extended to twenty years from the . date
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THE KENYAN WORKER AND THE LAW - Kituo Cha Sheria

7. The Industrial Court Act No. 20 of 2011 The Act establishes a revamped Industrial Court that is the same status of the High Court as espoused in the Constitution of Kenya. The Industrial Court is established as a court of superior record. The Court is given powers to adjudicate over cases of employment and labour relations.
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1. Rome Statute of the International Criminal Court Contents

Rome Statute of the International Criminal Court 8 PART 1. ESTABLISHMENT OF THE COURT Article 1 The Court An International Criminal Court ("the Court") is hereby established. It shall be a permanent institution and shall have the power to exercise its jurisdiction over persons for the
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COURT COMMISSIONER - California

Southern California and the Bay Area, Sacramento County is very affordable. THE COURT SYSTEM. The Sacramento Superior Court is a consolidated court with all legal functions, operations, and administration governed by the Presiding Judge and Court Executive Officer. The Sacramento Superior Court has 66 authorizedJudges and 9.5
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Audit of the Superior Court of California, County of Fresno

Fresno Superior Court June 2016 Page iv . STATISTICS . The Superior Court of California, County of Fresno (Court) has 49 judges and subordinate judicial officers who handled more than 171,025 cases in FY 2013–2014. The Court operates five courthouses and an archives facility located in Fresno. The Court employed approximately
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Superior Court of California, County of Fresno

The audit of the Superior Court of California, County of San Joaquin (Court) was initiated by IAS in September 2009. Depending on the size of the court, the audit process typically involves . Court management’s attention. Specifically, the Court needs to improve and refine certain
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DAMAGES IN Small Claims Court

Deputy Judge, Small Claims Court, Superior Court of Justice . 1:00 p.m. – 1:25 p.m. Damages in Employment Law-Managing Your Client’s Expectations and Effective Advocacy before the Court (15 minutes) Carla Bocci, Barrister & Solicitor, Deputy Judge, Small Claims Court, Superior Court of Justice . 1:25 p.m. – 1:30 p.m.
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Report of the Alaska Supreme Court Advisory Committee 

Judge Larry Zervos Alaska Superior Court, Sitka Rural Access Subcommittee Judge Dale Curda, co-chair Alaska Superior Court, Bethel Judge Roy Madsen (retired), co-chair Alaska Superior Court, Kodiak Louise Brady Sitka Tribe of Alaska, Sitka James Jackson Alaska Court Magistrate, Galena Judge Michael Jeffery Alaska Superior Court, Barrow
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Public Employee Strikes in Colorado: The Supreme Court .

Court of Appeals. The Colorado Court of Appeals held that the teachers’ strike was unlawful.3 Reviewing precedent from other states, the court concluded that “under the common law, strikes by public employees are illegal.” The court declined to adopt the contrary rule of the California Supreme Court upholding a common law
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JURY NOTES - Ohio jury

Tuscarawas County Common Pleas Court, Kim Switzer, Director of Court Services/Chief Probation Officer for the Hancock County Common Pleas Court, Andrea White, Clerk of Court or the Kettering Municipal Court and John VanNorman, Senior Policy and Research Counsel for the Supreme Court of Ohio
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Criminal Court City of New York

Queens Criminal Court 125-01 Queens Blvd., Kew Gardens, NY 11415 - Drug Court Queens Summons 120-55 Queens Blvd., Kew Gardens, NY 11415 Midtown Community Court 314 W. 54th Street, New York, NY 10019 - Drug Court Citywide Summons 346 Broadway, New York, NY 10013 Manhattan Criminal Court 100 Centre Street, New York, NY 10013
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Terms and Sessions - Butler County, Ohio

The terms "this court", "the court" and "court" as used in these rules mean the Juvenile Court of Butler County, Ohio and its actions as directed by the judges or through the magistrates of said court. All rules, unless specifically set forth to the contrary, shall apply equally in proceedings before the judges and magistrates of this court.
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Free Books library and manuals.
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Our website is made possible by displaying online advertisements to our visitors.

Please consider supporting us by disabling your ad blocker.





I've disabled it
Close






























About this dialog

Our systems have detected unusual traffic from your computer network. This page checks to see if it's really you sending the requests, and not a robot.

















