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C ONTRIBUTED R ESEARCH A RTICLES55Probabilistic Weather Forecasting in Rby Chris Fraley, Adrian Raftery, Tilmann Gneiting,McLean Sloughter and Veronica BerrocalAbstract This article describes two R packagesfor probabilistic weather forecasting, ensembleBMA, which offers ensemble postprocessingvia Bayesian model averaging (BMA), and ProbForecastGOP, which implements the geostatistical output perturbation (GOP) method. BMAforecasting models use mixture distributions, inwhich each component corresponds to an ensemble member, and the form of the componentdistribution depends on the weather parameter(temperature, quantitative precipitation or windspeed). The model parameters are estimatedfrom training data. The GOP technique uses geostatistical methods to produce probabilistic forecasts of entire weather fields for temperature orpressure, based on a single numerical forecast ona spatial grid. Both packages include functionsfor evaluating predictive performance, in addition to model fitting and forecasting.pressure), mixtures of gamma distributions (appropriate for wind speed), and Bernoulli-gamma mixtures with a point mass at zero (appropriate for quantitative precipitation). Functions for verification thatassess predictive performance are also available.The BMA approach to the postprocessing of ensemble forecasts was introduced by Raftery et al.(2005) and has been developed in Berrocal et al.(2007), Sloughter et al. (2007), Wilson et al. (2007),Fraley et al. (2010) and Sloughter et al. (2010). Detailon verification procedures can be found in Gneitingand Raftery (2007) and Gneiting et al. (2007)."ensembleData" objectsEnsemble forecasting data for weather typically includes some or all of the following information: ensemble member forecasts initial date valid date forecast hour (prediction horizon)Introduction location (latitude, longitude, elevation) station and network identificationOver the past two decades, weather forecasting hasexperienced a paradigm shift towards probabilisticforecasts, which take the form of probability distributions over future weather quantities and events.Probabilistic forecasts allow for optimal decisionmaking for many purposes, including air traffic control, ship routing, agriculture, electricity generationand weather-risk finance.Up to the early 1990s, most weather forecasting was deterministic, meaning that only one “best”forecast was produced by a numerical model. Therecent advent of ensemble prediction systems marksa radical change. An ensemble forecast consists ofmultiple numerical forecasts, each computed in a different way. Statistical postprocessing is then used toconvert the ensemble into calibrated and sharp probabilistic forecasts (Gneiting and Raftery, 2005).The ensembleBMA packageThe ensembleBMA package (Fraley et al., 2010) offers statistical postprocessing of forecast ensemblesvia Bayesian model averaging (BMA). It providesfunctions for model fitting and forecasting with ensemble data that may include missing and/or exchangeable members. The modeling functions estimate BMA parameters from training data via theEM algorithm. Currently available options are normal mixture models (appropriate for temperature orThe R Journal Vol. 3/1, June 2011The initial date is the day and time at which initial conditions are provided to the numerical weatherprediction model, to run forward the partial differential equations that produce the members of the forecast ensemble. The forecast hour is the predictionhorizon or time between initial and valid dates. Theensemble member forecasts then are valid for thehour and day that correspond to the forecast hourahead of the initial date. In all the examples and illustrations in this article, the prediction horizon is 48hours.For use with the ensembleBMA package, datamust be organized into an "ensembleData" objectthat minimally includes the ensemble member forecasts. For model fitting and verification, the corresponding weather observations are also needed.Several of the model fitting functions can produceforecasting models over a sequence of dates, provided that the "ensembleData" are for a single prediction horizon. Attributes such as station and network identification, and latitude and longitude, maybe useful for plotting and/or analysis but are not currently used in any of the modeling functions. The"ensembleData" object facilitates preservation of thedata as a unit for use in processing by the packagefunctions.Here we illustrate the creation of an"ensembleData" object called srftData that corresponds to the srft data set of surface temperature(Berrocal et al., 2007):ISSN 2073-4859
56data(srft)members - c("CMCG", "ETA", "GASP", "GFS","JMA", "NGPS", "TCWB", "UKMO")srftData ensembleData(forecasts srft[,members],dates srft date,observations srft obs,latitude srft lat,longitude srft lon,forecastHour 48)The dates specification in an "ensembleData" objectrefers to the valid dates for the forecasts.Specifying exchangeable members. Forecast ensembles may contain members that can be considered exchangeable (arising from the same generatingmechanism, such as random perturbations of a givenset of initial conditions) and for which the BMA parameters, such as weights and bias correction coefficients, should be the same. In ensembleBMA,exchangeability is specified by supplying a vectorthat represents the grouping of the ensemble members. The non-exchangeable groups consist of singleton members, while exchangeable members belongto the same group. See Fraley et al. (2010) for a detailed discussion.Specifying dates. Functions that rely on the chronpackage (James and Hornik, 2010) are provided forconverting to and from Julian dates. These functionscheck for proper format (‘YYYYMMDD’ or ‘YYYYMMDDHH’).C ONTRIBUTED R ESEARCH A RTICLESWhen no dates are specified, a model fit is producedfor each date for which there are sufficient trainingdata for the desired rolling training period.The BMA predictive PDFs can be plotted as follows, with Figure 1 showing an example:plot(srftFit, srftData, dates "2004013100")This steps through each location on the given dates,plotting the corresponding BMA PDFs.Alternatively, the modeling process for a singledate can be separated into two steps: first extractingthe training data, and then fitting the model directlyusing the fitBMA function. See Fraley et al. (2007) foran example. A limitation of this approach is that dateinformation is not automatically retained.Forecasting is often done on grids that cover anarea of interest, rather than at station locations. Thedataset srftGrid provides ensemble forecasts of surface temperature initialized on January 29, 2004 andvalid for January 31, 2004 at grid locations in thesame region as that of the srft stations.Quantiles of the BMA predictive PDFs at thegrid locations can be obtained with the functionquantileForecast:srftGridForc - quantileForecast(srftFit,srftGridData, quantiles c( .1, .5, .9))Here srftGridData is an "ensembleData" object created from srftGrid, and srftFit provides a forecasting model for the corresponding date.1 The forecast probability of temperatures below freezing at thegrid locations can be computed with the cdf function, which evaluates the BMA cumulative distribution function:BMA forecastingprobFreeze - cdf(srftFit, srftGridData,date "2004013100", value 273.15)BMA generates full predictive probability densityfunctions (PDFs) for future weather quantities. Examples of BMA predictive PDFs for temperature andprecipitation are shown in Figure 1.In the srft and srftGrid datasets, temperature isrecorded in degrees Kelvin (K), so freezing occurs at273.15 K.These results can be displayed as image plots using the plotProbcast function, as shown in Figure2, in which darker shades represent higher probabilities. The plots are made by binning values onto aplotting grid, which is the default in plotProbcast.Loading the fields (Furrer et al., 2010) and maps(Brownrigg and Minka, 2011) packages enables display of the country and state outlines, as well as alegend.Surface temperature example. As an example, wefit a BMA normal mixture model for forecasts ofsurface temperature valid January 31, 2004, usingthe srft training data. The "ensembleData" objectsrftData created in the previous section is used tofit the predictive model, with a rolling training period of 25 days, excluding the two most recent daysbecause of the 48 hour prediction horizon.One of several options is to use the functionensembleBMA with the valid date(s) of interest as input to obtain the associated BMA fit(s):srftFit ensembleBMA(srftData, dates "2004013100",model "normal", trainingDays 25)Precipitation example. The prcpFit dataset consists of the fitted BMA parameters for 48 hour aheadforecasts of daily precipitation accumulation (in hundredths of an inch) over the U.S. Pacific Northwestfrom December 12, 2002 through March 31, 2005,as described by Sloughter et al. (2007). The fittedmodels are Bernoulli-gamma mixtures with a point1 The package implements the original BMA method of Raftery et al. (2005) and Sloughter et al. (2007), in which there is a single, constant bias correction term over the whole domain. Model biases are likely to differ by location, and there are newer methods that accountfor this (Gel, 2007; Mass et al., 2008; Kleiber et al., in press).The R Journal Vol. 3/1, June 2011ISSN 2073-4859
ty Density0.12Prob No Precip and Scaled PDF for PrecipC ONTRIBUTED R ESEARCH A RTICLES2850Temperature in Degrees Kelvin123456Precipitation in Hundreths of an InchFigure 1: BMA predictive distributions for temperature (in degrees Kelvin) valid January 31, 2004 (left) and for precipitation (in hundredths of an inch) valid January 15, 2003 (right), at Port Angeles, Washington at 4PM local time, basedon the eight-member University of Washington Mesoscale Ensemble (Grimit and Mass, 2002; Eckel and Mass, 2005). Thethick black curve is the BMA PDF, while the colored curves are the weighted PDFs of the constituent ensemble members.The thin vertical black line is the median of the BMA PDF (occurs at or near the mode in the temperature plot), and thedashed vertical lines represent the 10th and 90th percentiles. The orange vertical line is at the verifying observation. In theprecipitation plot (right), the thick vertical black line at zero shows the point mass probability of no precipitation (47%).The densities for positive precipitation amounts have been rescaled, so that the maximum of the thick black BMA PDFagrees with the probability of precipitation (53%).484644424244464850Probability of Freezing50Median Forecast for Surface Temperature 130265 125270 120275280 130285 1250.20.4 1200.60.8Figure 2: Image plots of the BMA median forecast for surface temperature and BMA probability of freezing over thePacific Northwest, valid January 31, 2004.The R Journal Vol. 3/1, June 2011ISSN 2073-4859
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58C ONTRIBUTED R ESEARCH A RTICLESmass at zero that apply to the cube root transformation of the ensemble forecasts and observed data. Arolling training period of 30 days is used. The datasetused to obtain prcpFit is not included in the package on account of its size. However, the corresponding "ensembleData" object can be constructed in thesame way as illustrated for the surface temperaturedata, and the modeling process also is analogous, except that the "gamma0" model for quantitative precipitation is used in lieu of the "normal" model.The prcpGrid dataset contains gridded ensembleforecasts of daily precipitation accumulation in thesame region as that of prcpFit, initialized January13, 2003 and valid January 15, 2003. The BMA median and upper bound (90th percentile) forecasts canbe obtained and plotted as follows:data(prcpFit)prcpGridForc - quantileForecast(prcpFit, prcpGridData, date "20030115",q c(0.5, 0.9))Here prcpGridData is an "ensembleData" object created from the prcpGrid dataset. The 90th percentileplot is shown in Figure 3. The probability of precipitation and the probability of precipitation above .25inches can be obtained as follows:probPrecip - 1 - cdf(prcpFit, prcpGridData,date "20030115", values c(0, 25))station locations to a grid for surface plotting. It isalso possible to request image or perspective plots,or contour plots.The mean absolute error (MAE) and mean continuous ranked probability score (CRPS; e.g., Gneitingand Raftery, 2007) can be computed with the functions CRPS and MAE:CRPS(srftFit, srftData)# ensembleBMA# 1.945544 1.490496MAE(srftFit, srftData)# ensembleBMA# 2.164045 2.042603The function MAE computes the mean absolute difference between the ensemble or BMA median forecast2 and the observation. The BMA CRPS is obtained via Monte Carlo simulation and thus mayvary slightly in replications. Here we compute thesemeasures from forecasts valid on a single date; moretypically, the CRPS and MAE would be computedfrom a range of dates and the corresponding predictive models.Brier scores (see e.g., Jolliffe and Stephenson,2003; Gneiting and Raftery, 2007) for probabilityforecasts of the binary event of exceeding an arbitrary precipitation threshold can be computed withthe function brierScore.Mean absolute error, continuous ranked probability score, and Brier score. In the previous section,we obtained a gridded BMA forecast of surface temperature valid January 31, 2004 from the srft dataset. To obtain forecasts at station locations, we apply the function quantileForecast to the model fitsrftFit:Assessing calibration. Calibration refers to the statistical consistency between the predictive distributions and the observations (Gneiting et al., 2007). Theverification rank histogram is used to assess calibration for an ensemble forecast, while the probabilityintegral transform (PIT) histogram assesses calibration for predictive PDFs, such as the BMA forecastdistributions.The verification rank histogram plots the rank ofeach observation relative to the combined set of theensemble members and the observation. Thus, itequals one plus the number of ensemble membersthat are smaller than the observation. The histogramallows for the visual assessment of the calibration ofthe ensemble forecast (Hamill, 2001). If the observation and the ensemble members are exchangeable, allranks are equally likely, and so deviations from uniformity suggest departures from calibration. We illustrate this with the srft dataset, starting at January30, 2004:srftForc - quantileForecast(srftFit,srftData, quantiles c( .1, .5, .9))use - ensembleValidDates(srftData) "2004013000"The BMA quantile forecasts can be plotted togetherwith the observed weather conditions using the function plotProbcast as shown in Figure 4. Here the Rcore function loess was used to interpolate from thesrftVerifRank - leVerifObs(srftData[use,]))The plot for the BMA forecast probability of precipitation accumulation exceeding .25 inches is alsoshown in Figure 3.VerificationThe ensembleBMA functions for verification canbe used whenever observed weather conditions areavailable. Included are functions to compute verification rank and probability integral transform histograms, the mean absolute error, continuous rankedprobability score, and Brier score.2 Rafteryet al. (2005) employ the BMA predictive mean rather than the predictive median.The R Journal Vol. 3/1, June 2011ISSN 2073-4859
C ONTRIBUTED R ESEARCH A RTICLES5944464850Probability of Precipitation above .25 inches424244464850Upper Bound (90th Percentile) Forecast for Precipitation 130 125050 120100150 130200250 1250.00.2 1200.40.60.81.0Figure 3: Image plots of the BMA upper bound (90th percentile) forecast of precipitation accumulation (in hundredths ofan inch), and the BMA probability of precipitation exceeding .25 inches over the Pacific Northwest, valid January 15, 2003. 48282 44284 270 125 120 11542278 280 282284 272 274 130 8 48 26 46 276 270 264 27627444 268 6280 52 2650266 27850 276 46Observed Surface Temperature2724252Median Forecast 130 125 120 115Figure 4: Contour plots of the BMA median forecast of surface temperature and verifying observations at station locationsin the Pacific Northwest, valid January 31, 2004 (srft dataset). The plots use loess fits to the forecasts and observations atthe station locations, which are interpolated to a plotting grid. The dots represent the 715 observation sites.The R Journal Vol. 3/1, June 2011ISSN 2073-4859
60C ONTRIBUTED R ESEARCH A RTICLESProbability Integral .20.5Verification Rank Histogram12345678900.20.40.60.81Figure 5: Verification rank histogram for ensemble forecasts, and PIT histogram for BMA forecast PDFs for surface temperature over the Pacific Northwest in the srft dataset valid from January 30, 2004 to February 28, 2004. More uniformhistograms correspond to better calibration.k - ensembleSize(srftData)hist(srftVerifRank, breaks 0:(k 1),prob TRUE, xaxt "n", xlab "",main "Verification Rank Histogram")axis(1, at seq(.5, to k .5, by 1),labels 1:(k 1))abline(h 1/(ensembleSize(srftData) 1), lty 2)The resulting rank histogram composites ranks spatially and is shown in Figure 5. The U shape indicatesa lack of calibration, in that the ensemble forecast isunderdispersed.The PIT is the value that the predictive cumulative distribution function attains at the observation,and is a continuous analog of the verification rank.The function pit computes it. The PIT histogram allows for the visual assessment of calibration and isinterpreted in the same way as the verification rankhistogram. We illustrate this on BMA forecasts ofsurface temperature obtained for the entire srft dataset using a 25 day training period (forecasts begin onJanuary 30, 2004 and end on February 28, 2004):srftFitALL - ensembleBMA(srftData,trainingDays 25)srftPIT - pit(srftFitALL, srftData)hist(srftPIT, breaks (0:(k 1))/(k 1),xlab "", xaxt "n", prob TRUE,main "Probability Integral Transform")axis(1, at seq(0, to 1, by .2),labels (0:5)/5)abline(h 1, lty 2)The R Journal Vol. 3/1, June 2011The resulting PIT histogram is shown in Figure5. It shows signs of negative bias, which is not surprising because it is based on only about a month ofverifying data. We generally recommend computingthe PIT histogram for longer periods, ideally at leasta year, to avoid its being dominated by short-termand seasonal effects.The ProbForecastGOP packageThe ProbForecastGOP package (Berrocal et al., 2010)generates probabilistic forecasts of entire weatherfields using the geostatistical output perturbation(GOP) method of Gel et al. (2004). The package contains functions for the GOP method, a wrapper function named ProbForecastGOP, and a plotting utilitynamed plotfields. More detailed information canbe found in the PDF document installed in the package directory at ‘ProbForecastGOP/docs/vignette.pdf’ orin the help files.The GOP method uses geostatistical methodsto produce probabilistic forecasts of entire weatherfields for temperature and pressure, based on a single numerical weather forecast on a spatial grid. Themethod involves three steps: an initial step in which linear regression isused for bias correction, and the empirical variogram of the forecast errors is computed; an estimation step in which the weighted leastsquares method is used to fit a parametricmodel to the empirical variogram; and a forecasting step in which a statistical ensemble of weather field forecasts is generated,ISSN 2073-4859
C ONTRIBUTED R ESEARCH A RTICLES61by simulating realizations of the error fieldfrom the fitted geostatistical model, and addingthem to the bias-corrected numerical forecastfield.The parametric models implemented inVariog.fit are the exponential, spherical, Gaussian,generalized Cauchy and Whittle-Matérn, with further detail available in the help files. The functionlinesmodel computes these parametric models.Empirical variogramIn the first step of the GOP method, the empirical variogram of the forecast errors is found. Variograms are used in spatial statistics to characterize variability in spatial data. The empirical variogram plots one-half the mean squared difference between paired observations against the distance separating the corresponding sites. Distances are usuallybinned into intervals, whose midpoints are used torepresent classes.In ProbForecastGOP, four functions computeempirical variograms. Two of them, avg.variog andavg.variog.dir, composite forecast errors over temporal replications, while the other two, Emp.variogand EmpDir.variog, average forecast errors temporally, and only then compute variograms. Alternatively, one can use the wrapper functionProbForecastGOP with argument out "VARIOG".Parameter estimationThe final step in the GOP method involves generating multiple realizations of the forecast weather field.Each realization provides a member of a statisticalensemble of weather field forecasts, and is obtainedby simulating a sample path of the fitted error field,and adding it to the bias-adjusted numerical forecastfield.This is achieved by the function Field.sim, or bythe wrapper function ProbForecastGOP with the entry out set equal to "SIM". Both options depend onthe GaussRF function in the RandomFields packagethat simulates Gaussian random fields (Schlather,2011).The output of the functions is both numericaland graphical, in that they return members of theforecast field ensemble, quantile forecasts at individual locations, and plots of the ensemble membersand quantile forecasts. The plots are created usingthe image.plot, US and world functions in the fieldspackage (Furrer et al., 2010). As an illustration, Figure 7 shows a member of a forecast field ensemble ofsurface temperature over the Pacific Northwest validJanuary 12, 2002.Simulated weather field 54406242 104Semi variance4658104815105020The second step in the GOP method consists offitting a parametric model to the empirical variogram of the forecast errors. This is done bythe Variog.fit function using the weighted leastsquares approach. Alternatively, the wrapper function ProbForecastGOP with entry out set equal to"FIT" can be employed. Figure 6 illustrates the result for forecasts of surface temperature over thePacific Northwest in January through June 2000.Generating ensemble members 125 120 1150 1300200400600DistanceFigure 6: Empirical variogram of temperature forecast errors and fitted exponential variogram model.The R Journal Vol. 3/1, June 2011Figure 7: A member of a 48-hour ahead forecast fieldensemble of surface temperature (in degrees Celsius)over the Pacific Northwest valid January 12, 2002 at4PM local time.ISSN 2073-4859
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and weather-risk ﬁnance. Up to the early 1990s, most weather forecast-ing was deterministic, meaning that only one “best” forecast was produced by a numerical model. The recent advent of ensemble prediction systems marks a radical change. An ensemble forecast consists of multiple numerical forecasts, each computed in a dif-ferent way.
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Weather instruments are used to measure and record the weather. Weather instruments can be found in weather stations on land. The Met Office has hundreds of weather stations all over the UK. Weather instruments are also found at sea. They are found on some ships, but mainly on weather buoys designed to monitor weather and sea conditions.
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Unit 2 Weather 5 LESSON 1 Today’s Weather BIG IDEAS Weather affects the way we live, what we eat and wear and how we feel. We can describe weather conditions by using mathematics. LESSON 2 What Makes Weather? BIG IDEAS The sun heating the earth and its atmosphere causes the weather. We feel weather as wind, heat or cold, and humidity in the form of rain,
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Weather instruments Weather data Working definition of weather . 4.1-3 PROCEDURES 1. Have the students work in small groups to make concept maps about weather. Have them Include different kinds of weather, tools used to measure weather, and any other ideas they have about weather.
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Introduction to Forecasting 1.1 Introduction What would happen if we could know more about the future? Forecasting is very important for: Business. Forecasting sales, prices, inventories, new entries. Finance. Forecasting ﬁnancial risk, volatility forecasts. Stock prices? Economics. Unemplo
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3) You can also hire a lawyer for ongoing representation. Rocket Lawyer On Call attorneys generally offer Rocket Lawyer members 40% off their normal rate. Alternatively, you can speak to your Rocket Lawyer customer representative or call us at (877) 881-0947. We'll contact you within one business day and connect you to a local lawyer.
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Here, Dare sees the lawyer as the instrument of the institution of law. Postema disagrees: 'The lawyer must recognise that the institution acts only through the voluntary activities of the lawyer and client. The lawyer is not the instrument of the institution, rather the institution is the instrument of the client and the client engages the .
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The Lawyer Referral Service does not have free attorneys. How Does the Lawyer Referral Service Work? When you call the Lawyer Referral Service's toll free number (1-800-392-5660) you will be asked to briefly state your problem. All information will be held in the strictest confidence. After listening to your problem, the Lawyer Referral .
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the lawyer’s letterhead, business cards, office sign, fee contracts, and with the lawyer’s signature on pleadings and other legal documents. (f) A lawyer shall not use a firm name, letterhead, or other professional designation that violates Rule 7.02(a). Comment 1. A lawyer or law firm may not practice law using a name that is misleading as .File Size: 137KB
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RISK MANAGEMENT FOR LEGAL SUPPORT STAFF

A lawyer’s letterhead or a business card may include the name of a non-lawyer assistant if the assistant’s ca-pacity is clearly indicated and the document is otherwise neither false nor misleading. 10. A lawyer may use a non-lawyer, non-employee f
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Hiring and Working with an Attorney

questions and how well the lawyer listens to you. You also want to pay attention to how easy it is to understand the lawyer's explanation of your legal problem, and how you feel about the lawyer's abilities. During the interview, you may ask questions about the lawyer's background, qualifi-cations and experience, such as:
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A Guide to Setting Up and Using Your Lawyer Trust Account

The ethical obligations for those who set up lawyer trust accounts are rooted in the principle that a lawyer who holds funds of a client or third person in trust, even for a . those assets from the lawyer's personal and business assets. Oregon Rules of Professional Conduct (ORPC) 1.15-1 and ORPC 1.15-2 set forth the ethical duties and
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Ethics and the Virtual Practice of Law

An office or a law firm may be "virtual," but the lawyer is in a specific location. Must the lawyer be licensed to practice in the jurisdiction where the lawyer is physically located? Must the lawyer be licensed in the jurisdiction where the client and the client's matter is located? 8. E THICS & V IRTUAL P RACTICE Relevant Ethics Rules .
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Enron and the Corporate Lawyer: A Primer on Legal and Ethical Issues

144 The Business Lawyer; Vol. 58, November 2002 responsibilities when the lawyer learns, or has reason to know, that officers or other agents of the lawyer's corporate client are engaged in conduct that violates the law or their fiduciary duty to the corporation and is likely to result in harm
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LegalZoom Inc v. Rocket Lawyer Incorporated Doc. 11

LegalZoom.com Inc v. Rocket Lawyer Incorporated Doc. 11 Dockets.Justia.com. EXHIBIT 1 EXHIBIT 1. EXHIBIT 1 -21-EXHIBIT 2 EXHIBIT 2. EXHIBIT 2 -22-EXHIBIT 3 EXHIBIT 3. rocketlaywer incorporate-Google Search https://www.google.coml . Free Legal Documents & Legal Forms I Find a Lawyer I Rocket Lawyer
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LegalZoom Inc v. Rocket Lawyer Incorporated Doc. 17
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iLJ -- 2017) -, Issued by ACPE, CAA, & UPL June 21, 2017 ADVISORY .

enforcing a legal document (called "document defense"). Users also receive a "free" 3Ominute consultation with a lawyer, and can use the "ask a lawyer" section of its website for legal advice. Participating lawyers do not pay Rocket Lawyer but agree to offer a discounted fee for additional services; Rocket Lawyer retains the monthly subscription fees. The Committees find that the .
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ETHICAL ISSUES IN CLASS ACTIONS . - Parker Mills LLP

DAVID B. PARKER is a trial lawyer and founder of Parker Mills LLP in Los Angeles. His practice is focused on commercial, professional liability and insurance litigation. Often described as a "lawyer’s lawyer," his practice extends to counseling and litigation in legal ethics and disputes between and among lawyers.
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10TH ANNUAL PERFORMANCE REPORT OF THE NATIONAL PRO BONO .

Target. 10TH annual PERFORMANCE REPORT oF The National Pro Bono Aspirational Target PERFORMANCE OF TARGET SIGNATORIES AT LEAST 35 HOURS OF “PRO BONO LEGA L SERVICE S” PER LAWYER PER YEAR 48.6% 35.7 pro bono hours per lawyer across Target Signatories3. Down from 36.0 pro bono hours per lawyer in FY2016 of Signatories met or exceeded the .
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