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1Fast Translation Invariant Multiscale ImageDenoisingMeng Li and Subhashis GhosalAbstract—Translation Invariant (TI) cycle spinning isan effective method for removing artifacts from images.However, for a method using O(n) time, the exact TIcycle spinning by averaging all possible circulant shiftsrequires O(n2 ) time where n is the number of pixels,and therefore is not feasible in practice. Existing literaturehas investigated efficient algorithms to calculate TI versionof some denoising approaches such as Haar wavelet [1].Multiscale methods, especially those based on likelihooddecomposition such as penalized likelihood estimator andBayesian methods, have become popular in image processing because of their effectiveness in denoising images. Asfar as we know, there is no systematic investigation of the TIcalculation corresponding to general multiscale approaches.In this paper, we propose a Fast Translation Invariant (FTI)algorithm and a more general k-Translation-Invariant (kTI) algorithm allowing TI for the last k scales of theimage, which are applicable to general d-dimensionalimages (d 2, 3, . . .) with either Gaussian or Poissonnoise. The proposed FTI leads to the exact TI estimationbut only requires O(n log2 n) time. The proposed k-TIcan achieve almost the same performance as the exactTI estimation, but requires even less time. We achievethis by exploiting the regularity present in the multiscalestructure, which is justified theoretically. The proposed FTIand k-TI are generic in that they are applicable on anysmoothing techniques based on the multiscale structure.We demonstrate the FTI and k-TI algorithms on somerecently proposed state-of-the-art methods for both Poissonand Gaussian noised images. Both simulations and realdata application confirm the appealing performance of theproposed algorithms. Matlab toolboxes are online accessibleto reproduce the results and be implemented for generalmultiscale denoising approaches provided by the users.Index Terms—image denoising, multiscale analysis, cycle spinning, translation invariant, Gibbs phenomenon,Gaussian noise, Poisson noise, 2-dimensional image, 3dimensional image.I. I NTRODUCTIONReconstruction of images based on noisy observationsis often needed in various applications. As the numberof pixels n is often extremely large, computationalchallenges are often overwhelming. Approaches basedon wavelet-type transformations and thresholding todraw boundaries have been commonly used [2], [3].M. Li and S. Ghosal are with the Department of Statistics,North Carolina State University, Raleigh, NC, 27695 USA (e-mail:mli9@ncsu.edu; ghoshal@stat.ncsu.edu). Research is partially supported by NSF grant number DMS-1106570.Multiscale methods (or multiresolution analysis in someliterature), which decomposes the image in a sequenceof refining blocks of pixels to factorize the likelihoodfunction, have been proved to have appealing accuracy and computational efficiency for both count andcontinuous data types; see [4]–[11]. It is well knownthat many image denoising approaches may suffer fromvisual artifacts—the so-called Gibbs phenomena aroundthe neighborhood of discontinuity, for example waveletbased approaches [1]; multiscale methods based on likelihood has the similar issue because of dyadic partition.Cycle spinning is a general technique to remove visualartifacts and improve accuracy in image reconstructionby averaging over shifts. Applying Translation invariant(TI) operation on a given smoothing method by considering all possible circulant shifts is conceptually appealingbut is computationally intensive. When accomplishedby the naive way which averages all possible “shiftdenoise-unshift”, the computation becomes too intensiveto be manageable, especially for 3-dimensional images.It becomes essential to take advantage of the multiscalestructure to make the computation more efficient. However, unlike the case for wavelets, little or no work hasbeen found to calculate the TI operator efficiently underthis multiscale framework.In this paper, we propose a Fast Translation Invariant(FTI) algorithm and a k-Translation-Invariant (k-TI)technique to accelerate a class of multiscale approachesfor both continuously measured and count images. TheFTI algorithm is computationally efficient, requiringO(n log2 n) time to reconstruct the image; in contrast,the naive way to calculate the full TI estimate requiresO(n2 ) time. On the other hand, the FTI algorithm onlyneeds slightly longer time than the base method withoutany cycle spin which is O(n). It is applicable to anysmoothing procedure based on a multiscale decomposition. Further, the k-TI algorithm can achieve almostthe same performance as the FTI algorithm, but requireseven less time.The following paper is organized as follows. Section IIintroduces the cycle spinning technique and translationinvariant operators. Section III details the multiscalelikelihood decomposition for both Gaussian and Poissonnoised images. Section IV describes the FTI algorithmwith theoretical supports, which is followed by Section V
2to illustrate the usage of FTI algorithm to applicablemethods in the literature. Section VI includes the k-TIalgorithm, while Section VII compares the computingtime for the FTI and k-TI algorithms and discussesthe Matlab implementation. Section VIII investigates theperformance of FTI and k-TI algorithm to two selecteddenoising approaches on both Gaussian and Poissonnoised images, through both simulation and real dataapplication. All the proofs of lemmas and theorems inthe paper are included in Section IX.II. C YCLE SPINNING AND THE T RANSLATIONI NVARIANT (TI) OPERATORCycle spinning has become a common techniqueto remove visual artifacts and improve the numericalaccuracy in image reconstruction [1]. An image denoising method based on averaging over all possiblecirculant shifts is translation invariant (TI), for examplethe TI-Haar is the translation invariant version of theoriginal Haar-wavelet [7]. We consider a general ddimensional image X ((Xi )) with the vector indexi (i1 , . . . , id ) and ik 1, . . . , N for k 1, . . . d.We here consider the images with each dimension to belength N , therefore the total number of pixels is n N d .Define the modulation operator for a vector as theelement-wise modulation, i.e. for given positive integerm, (i mod m) (j1 , . . . , jd ) where jk (ik mod m)for k 1, . . . , d. A circulant shift operator Si0 indexedby i0 (i01 , . . . , i0d ) is defined asddSi0 : RN RN , (Si0 (X))i X((i i0 ) mod N ) .For simplicity of notations, we use Xi i0 for the modulation X((i i0 ) mod N ) . We also use the notation S i Si 1 interchangeably. For any operator G to smooth animage X, the induced translation invariant (TI) operatoris defined as Ḡ by averaging over all possible shifts,which means1 X((S i0 G Si0 )(X))i .Ḡ(X)i dN0iIf G is a linear operator, computation of the induced TIoperator Ḡ is relatively easy, which requires almost thesame amount of computation as the original one becauseof the following lemma.Lemma II.1.P If an operator on X is defined byG(X)i )) whose valuej ai,j Xj for some ((ai,jPonly dependsPon (i, j), then Ḡ(X)i bi,j Xj , wherebi,j N d i0 ai i0 ,j i0 .Local smoothing approaches such as kernel-basedfilters belong to this class. When the kernel function ischosen as Kh (·, ·) with bandwidth h, the coefficients ai,jis given by Kh (i, j). The commonly used running mean(RM) filter is a special case of kernel-based approacheswith the kernel function Ki,j (2h 1) d I(ki jk 2h 1); here I(·) is the indicator function and thenorm k·k is defined as the maximum absolute valuesof the vector argument. We can see that kernel-basedapproaches are automatically translation invariant usingcirculant boundaries, i.e. the input matrix (or generallyarray) values outside the bounds are computed by implicitly assuming the input is periodic. In practice, thereaders can use the Matlab function imfilter with theboundary option to be “circular” for TI filters.However, linear operators tend to oversmooth imagesand may lack the sharpness at the boundaries betweenfeatures in the images. It excludes a lot of more refinedapproaches including wavelet based methods and itsextension [1], [6] and multiscale likelihood based methods [5], [9], [11]. Wavelet-based approaches decomposean L2 function using the wavelet basis functions, whichcan be interpreted as a multiscale representation of thetarget function. It has been widely used in signal andimage processing, benefiting from its near-optimality ina minimax sense and practically efficient algorithms [2],[3]. In general, the TI operator is challenging to computesince it requires to denoise all the shifted images whilethere are n N d possible shifts in total. In theexisting literature, computationally efficient TI algorithmhas been studied only for the case of Haar waveletsand some corresponding variants [1], [7], which requireO(n log2 n) computing time. The key contribution ofthese papers is an efficient construction of a full tableτ (x) for an input signal x such that estimates based onany shifted x are contained in the table. In [1], it isachieved for 1-dimensional signal with Gaussian noise.In [7], the authors denoise a 2-dimensional Poissonnoised image through a series of hypothesis tests, andthe full TI table is then calculated efficiently.In spite of the effectiveness and computational efficiency of likelihood-based multiscale denoising methods,little is known about efficient computation of its TIoperator. The goal of the present paper is to provide efficient algorithms for computing TI operators for generalmultiscale denoising methods. It is worth noticing thatlikelihood-based multiscale methods, which are the focusof this paper, are not based on wavelet decomposition.For example, see the discussion in [5]. Wavelet-basedapproaches decompose the underlying intensity functionbut the likelihood-based multiscale methods decomposethe noisy observation or the likelihood function.III. M ULTISCALE LIKELIHOOD REPRESENTATIONMultiscale likelihood representation (MLR) decomposes the entire image in a sequence of refining blocks ofpixels to factorize the likelihood function. Next we shallintroduce this multiscale framework using 2-dimensional
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3(2D) images, although it is applicable to 3-dimensional(3D) or any d-dimensional images with d 2, 3, . . . .Higher dimensional images may arise if the color orsome other features are also taken into account forsmoothing. For simplicity of notations, we assume thelength of each dimension N 2L for some integer L,and thus the total number of pixels n N d 2Ld . Ifan image (2D, 3D or generally d-dimensional) has thesame length for each dimension then we call that lengththe size of the image.A. 2D imagesStarting with the original observed image (called levelL), we combine a group of 4 neighboring pixels intoone block by summing them together, resulting a coarserlevel of image size 2L 1 . The block formed by this process is known as the parent. The four neighboring pixelsforming the group are called children, and the formedstructure in this way is called a parent-child group.Continuing this grouping process until the grand sum(a scalar) is obtained, we get a multiscale representationconsisting of levels l L, L 1, . . . , 1, 0. Formally, thedifferent scales of an image X ((X(j,k) )) are definedas follows. In the lth scale of the image, the parent(j, k)th block pixel is split into 4 children of block-pixelsat the (l 1)th scale, which can be formulated asXl,(j,k) 2jX2kXXl 1,(j 0 ,k0 )(1)j 0 2j 1 k0 2k 1where l 0, 1, 2, . . . , L 1 and j, k 1, . . . , 2l .Here XL,(j,k) X(j,k) and when l 0, X0,(1,1) isthe summation of all the entire image. Define the localcollapse operator to be H which sums over every size 2block, then the lth scale of the image X is obtained by L 12l Y2lYYlwhere X l has size 2 and l 0, . . . , L. We call itthe multiscale representation of X by collecting all theX l ’s, i.e. {X l : l 0, . . . , L}; and X l is observationat the lth level (or scale).For a series of values yl,(j,k) , we use the generic notations yl,(j,k)to denote the vector of its childrengroup (yl 1,(2j 1,2k 1) , yl 1,(2j 1,2k) , yl 1,(2j,2k 1) ,yl 1,(2j,2k) ). For example, yl,(j,k) can be the observation or parameters. We can generally assume that theobservation follows a parametric family independently,i.e. Xi,j P(θi,j ) up to unknown parameters θi,j . Theentire image X can be viewed as following the jointdistribution P(Θ). A multiscale statistical model is thengiven by the factorization of the statistical model for theentire image into the following:P(X Θ) P1 (X0,(1,1) ; θ0,(1,1) )(2)l 0 j 1 k 1where P1 is the distribution of the grand sum X0,(1,1)and P2 denotes the conditional distribution of the children pixels X l,(j,k) given the parent Xl,(j,k) with unknown parameters θ l,(j,k) , which are typically transformations of the original set of parameters ((θi,j )) insteadof themselves.This multiscale decomposition holds for various typesof models. We next use the two commonly usedmodels—Gaussian noised images and Poisson noisedimages for demonstration.1) Gaussian noised images: The model for Gaussiannoised images assume independent Gaussian noises withX(j,k) Normal(µ(j,k) , σ02 ). We use µl,(j,k) to denotethe mean of Xl,(j,k) , l 0, 1, . . . , L. The entire imagecan be viewed as P(X µ, σ0 ). We reparameterize themeans by ξ l,(j,k) as the differences of four children withtheir parents: 1 µl 1,(2j 1,2k 1) µl,(j,k) ξl 1,(2j 1,2k 1) , 4 1 µl 1,(2j 1,2k) µl,(j,k) ξl 1,(2j 1,2k) ,41 µl 1,(2j,2k 1) µl,(j,k) ξl 1,(2j,2k 1) ,(3) 4 1 µl 1,(2j,2k) µl,(j,k) ξl 1,(2j,2k) .4A multiscale statistical model is then given by thefactorization of the statistical model for the entire imageinto the following:P(X µ, σ0 ) N (X0,(1,1) ; µ0,(1,1) , 4L σ02 ) L 12l Y2lYYl 0 j 1 k 1X l H L l X,P2 (X l,(j,k) Xl,(j,k) , θ l,(j,k) ),1N (X l,(j,k) ; Xl,(j,k) 14 ξ l,(j,k) , 4L l Σ0 ),4where N is the probability density function of the(multivariate) Gaussian distribution, 14 (1, 1, 1, 1)T , 1and Σ0 I 14 (1T4 14 ) 1T4 I 41 14 14 T such thatthe sum the children is equal to their parent so that wecan preserve the total exposure of the original image.Let dxe be the ceiling function meaning the smallestinteger not less than x, then the (j, k)th pixel in theoriginal image (or the Lth scale) is a child pixel of the(dj/2e, dk/2e)th pixel at (L 1)th scale, and generallya descendant pixel of the (dj/2L l e, dk/2L l e)th pixelat the lth scale. Therefore, the parameter of interestis obtained by aggregating information across variousscales and parent-child groups byξj,k LXl 11ξ,L lL l4L l l,(dj/2 e,dk/2 e)µj,k ξj,k 1µ0,(1,1) .4L(4)
4Opposite to the operator H in equation (1), let H be an operator dividing (not replicating) each element ofthe input matrix (or array) evenly to children blocks withsize 2 (thus double the size of a matrix but has the samegrand sum of all elements), for example, H (X l ) X l 1 . Then the reparameterization step in equation (3)can be represented by the matrix formξ l µl H µl 1 ,(5)for l 1, . . . , L, and µl H L l µ. Note that matricesξ l and µl have size 2l and µl 1 has size 2l 1 , and welet ξ 0 µ0,(1,1) in particular. Therefore, the aggregationstep in equation (4) using a matrix form for all pixels:µ LX(H )L l ξ l .(6)l 02) Poisson noised images: The model for Poissonnoised images assume independently Poisson observations with Xi,j Poisson(λi,j ). We use λl,(i,j) for themean of Xl,(i,j) , l 0, . . . , L. The entire image canbe viewed as P(X Λ). We reparametrize the means bysplitting probabilities ρ l,(j,k) : λl 1,(2j 1,2k 1) λl,(j,k) ρl 1,(2j 1,2k 1) , λl 1,(2j 1,2k) λl,(j,k) ρl 1,(2j 1,2k) , λl 1,(2j,2k 1) λl,(j,k) ρl 1,(2j,2k 1) , λ λρ.l 1,(2j,2k)(7)l,(j,k) l 1,(2j,2k)Yl 0 j:j SlN (X l,j ;1Xl,j 12d ξ l,j , 2d(L l) Σ0 ),2d1µl,j ξl 1,2j j 02dfor j 0 S1 . The resulting aggregation step becomesµl 1,2j j 0 ξj LXl 1l 0 j 1 k 1where P1 is the Poisson distribution, and P2 is the multinomial distribution with splitting probabilities ρ l,(j,k) .The aggregation step is similar to the situation forGaussian noised images as followsLYL 1Yand the parameterization becomesP2 (X l,(j,k) Xl,(j,k) , ρ l,(j,k) ),λj,k λ0,(1,1)The extension to 3D images and even more generald-dimensional images is straightforward. From 2D to 3Dimages, the block size changes from 4 to 8. Therefore,equation (1) changes to a summation with three layers,while similarly equation (2) changes to a product withone more layer.More generally, we consider a d-dimensional image(d 2). We introduce the notation Sdk {i : i (i1 , . . . , id ), ip 0, 1, . . . , 2k 1 for p 1, . . . , d}to be a set of d-dimensional vector indices. Throughoutthe paper, we disregard the superscript d in Sdk since thedimension d is obvious from the context. As in the 2Dcase, a Gaussian noised image assumes the model P(X Λ) P1 (X0,(1,1) ; λ0,(1,1) ) B. General d-dimensional imagesP(X µ, σ0 ) N (X0,1d ; µ0,1d , 2dL σ02 )A multiscale statistical model is then given by thefactorization of the statistical model for the entire imageinto the following:L 12l Y2lYYwhere ρ0 λ0,(1,1) and d 2 for 2D images.Here the factor 2d is needed since the reprameterization in equation (7) uses λl,(j,k) instead of 1/2d ofit as in the case of Gaussian noise. Note that equation (8) is equivalent to 2d(L l) log ρl 2d(L l) log λl H (2d(L l 1) log λl 1 ). Therefore, models for Poissonnoise follow the same form of aggregation as Gaussiannoise by using the parameters 2d(L l) log ρl .ρl,(dj/2L l e,dk/2L l e) .1ξl,dj/2L l e ,2d(L l)µj ξj 1µ0,(1d ) .2dLThe formulation of the model, parameterization andaggregation for Poisson noised images follow similarchanges. Note that the definitions of H and H stillapply for general d-dimensional images, therefore theparameter representation and aggregation for Gaussiannoised images (equation (5) and (6)) and Poisson noisedimages (equation (8) and (9)) are applicable without anymodification.l 1The reprameterization step and the aggregation step areessentially the same as in the case of Gaussian noiseafter taking logarithm:log ρl log λl H (2d log λl 1 ), l 1, . . . , L, (8)log λ LXl 0(H )L l (2d(L l) log ρl ),(9)C. General denoising approachesThe multiscale structure allows to consider eachparent-child group independently. For a parent-childgroup, whose size is 2 (the total number of pixels is2d for d-dimensional matrix), numerous approaches areavailable in the literature to estimate the corresponding parameters. We shall consider a general class ofdenoising operator G(·) as follows. For any image X
5with multiscale representation {X l , l 0, 1, . . . , L},our proposed fast TI technique considers any denoisingoperator G(·) satisfying the following general properties:C1. G(·) {Gl (·; αl ) : l 0, 1, . . . , L}, whereGl (·; αl ) is the denoising procedure operated onX l by each parent-child groups (size-2 blocks)independently and αl is some tuning parametersat the lth scale;C2. The tuning parameters αl are selected based on theoriginal image only without any cycle spinning,which can be considered given for our purpose;C3. The resulting operator G(·) aggregates Gl (·; αl )across all the scales by summation in the form of(6) or (9), i.e.G(X) LX(H )L l Gl (H L l X; αl ).l 0Those conditions are not restrictive in practice. Condition C1 indicates that G(·) is a multiscale smoothingoperator, which is based on the multiscale representation X l and parent-child groups. Condition C2 meansthe selected scale tuning parameters will be shared bydifferent cycle spinning; this is reasonable since tuningparameters are typically related to smoothness levelwhich is intuitively to be the same regardless how theimage is shifted. It is worth mentioning here that it maybe possible that the operator Gl (·; αl ) involves someother tuning parameters which vary for each size-2 block(therefore, we call them “local” tuning parameters to distinguish from “global” tuning parameters of each scaleαl ). The selection of local tuning parameters is absorbedin the definition of Gl (·; αl ) as in [12] therefore willbe automatically selected by various circulant shifts. InCondition C3, both Gaussian and Poisson models areapplicable to the mentioned additive aggregation.The resulting class of estimators is quite general, seee.g. [5], [9], [11], [13]–[16]. In fact, maximum likelihood estimators with appropriate penalties and Bayesianestimators with independent priors on each parent-childgroup but the priors of each scale depending on thesame smoothing parameters are members of this class.Section V illustrates some selected methods which areapplicable to our proposed algorithms. Since the tuningparameters αl are selected using the original image,therefore we consider αl as given. For notational simplicity, we use Gl (·) for Gl (·; αl ).idea and details the algorithm for 2D images. Then Section IV-B introduces the FTI algorithm for d-dimensionalimages using compact notations. Theoretical supports ofeach step in the algorithm are provided in Section IV-C.As discussed in Section VII, the FTI algorithm cancalculate the full TI estimation in O(n log2 n) time.A. FTI algorithms for 2D imagesWe say that two images have the same compositionif they are identical to each other after some cyclespinning. In the following algorithm, we first obtain allpossible compositions of the multiscale representation ofX (defined as the D-table), then apply the operator G tothe D-table leading to the so-called α-table. The α-tablecontains all the needed matrices to recover G(Si X) forany i. The full TI estimate is thus obtained by lookingup the α-table and then aggregate the selected elementsappropriately. The FTI algorithm is detailed below. Step 1: Obtaining the TI Decomposition table(D-table). We use Rl,(s,t) to denote a size 2l matrixwhere l 1, · · · , L and s, t 0, · · · , 2L l 1.Let RL,(0,0) X. For j L, . . . , 2 and s, t 0, . . . , 2L j 1, Rj,(s,t) is generated Rj 1,(2s,2t) C0,0 Rj,(s,t) ; Rj 1,(2s,2t 1) C0,1 Rj,(s,t) ; Rj 1,(2s 1,2t) C1,0 Rj,(s,t) ; Rj 1,((2s 1,2t 1) C1,1 Rj,(s,t) ,where the operator Ci H Si for i S1 . We callit the D-table by collecting all Rl,(s,t) ’s, i.e.{Rl,(s,t) : l 1, . . . , L; s, t 0, . . . 2L l 1}. Step 2: Obtaining the full TI table (α-table). Forj 1, . . . , L, and s, t 0, . . . 2L l 1, let (0,0) 1 αj,(s,t) S0,0Gj S0,0 Rj,(s,t) ; (0,1) 1 αj,(s,t) S0,1 Gj S0,1 Rj,(s,t) ;(1,0) 1 αj,(s,t) S1,0Gj S1,0 Rj,(s,t) ; (1,1) 1 αj,((s,t) S1,1 Gj S1,1 Rj,(s,t) .We call it the α-table by collecting all α’s, i.e.(0,0)(0,1)(1,0)(1,1){αl,(s,t) ,αl,(s,t) , αl,(s,t) , αl,(s,t) :l 1, . . . , L; s, t 0, . . . 2L l 1}.ALGORITHM FOR MULTISCALE METHODSStep 3: Full TI estimation. For j 1, . . . , L, ands, t 0, 1, . . . , 2L l 1, letIn this section, we shall introduce the Fast TranslationInvariant (FTI) algorithm for any operator G(·) definedin Section III-C. Section IV-A first introduces the general1 (0,0)(0,1)(1,0)(1,1)(α αj,(s,t) αj,(s,t) αj,(s,t) ).4 j,(s,t)Let β0,(1,1) X0,(1,1) .IV. FAST T RANSLATION I NVARIANT (FTI) γj,(s,t) 
6Start from j 0 and let1 1 βj 1,(s,t) γj 1,(s,t) {S0,0H βj,(2s,2t)4 1 1 S0,1 H βj,(2s,2t 1) S1,0H βj,(2s 1,2t) 1 S1,1H βj,(2s 1,2t 1) }(10)After exhausting all s, t for one level, then set j j 1 and repeat. Stop when reaching j L. Thefinal estimate is βL,(0,0) .B. FTI algorithm for d-dimensional imagesThe proposed FTI algorithm is extendable to 3D orgeneral d-dimensional images (d 2, 3, . . .) as follows. Step 1: Obtaining the TI Decomposition table(D-table). Let Rl,s denote a size 2l matrix wherel 1, · · · , L, and s SL l . Let RL,0 X. Forj L, . . . , 2, let Rj 1,2s s0 Cs0 Rj,s for all s SL j and s0 S1 where the operator Cs0 H Ss0for s0 S1 . The D-table is defined as: {Rl,s : l 1, . . . , L; s SL l }. Step 2: Obtaining the full TI table (α-table). Fors0 Ss 1j 1, . . . , L, let αj,s0 Gj Ss0 Rj,s for all s 0SL j and s S1 . Then the α-table is defined ass0{αl,s: l 1, . . . , L; s SL l , s0 S1 }. Step 3: Full TI estimation. For j 1, . . . , L, andPs0s SL j , let γj,s s0 S1 αj,s/2d . Let β0,1 X0,1 . Start from j 0 and let1 X 1 βj 1,s dSs0 H βj,2s 1 γj 1,s . (11)2 0s S1After exhausting all s for one level, then set j j 1 and repeat. Stop when reaching j L. Thefinal estimate is βL,0 .C. Theory of the FTI algorithmFor any given cycle spinning indexed by i, it hastwo effects to a multiscale denoising approach. First,the multiscale representation of X may have differentcompositions. Second, when two level images have thesame composition, the smoothing operator Gl (·) canproduce different outputs since the grouping of the pixelsmay be different. These two effects can be formalizedby the following lemma.Lemma IV.1. For a given vector index i for general ddimensional image, let φ(i, p) (bi/2p 1 c mod 2) foran integer p, ip bi/2p c. Then for l 1, 2, . . . , L,H l (Si X) Sil ((Cφ(i,l) · · · Cφ(i,1) )X).(12)In addition, the smoothed image for the lth levelGl (H l (Si X)) is given bySil [S φ(i,l 1) Gl (Sφ(i,l 1) ((Cφ(i,l) · · · Cφ(i,1) )X))].(13)Remark IV.2 (Interpretation of the D-table). For givenindex i, φ(i, p) is the pth digit in the binary representation of i. For the binary series {φ(i, 1), . . . , φ(i, L l)},note that (Cφ(i,L l) · · · Cφ(i,1) )X corresponds to theti,l th element of Rl,ti,l where ti,l is the decimal numberusing the series as binary digits. In other words, for anyi SL l , we haveRl,ti,l (Cφ(i,L l) · · · Cφ(i,1) )X,(14)where ti,l φ(i, 1) 2L l 1 · · · φ(i, L l) 20 .Therefore, the D-table gives all possible compositions ofthe multiscale representation of X due to an arbitrarycycle spinning, according to equation (12). Note that foreach l, the D-table only has 2d(L l) elements which isa lot less than the number of possible cycle spinnings2dL when l is close to L, and this partially explainswhy the calculation using the naive way to obtain theFull TI operator is redundant. Since higher levels (largervalues of l) have more pixels, the proposed algorithm isparticularly useful.Remark IV.3 (Interpretation of the α-table). For anygiven level l, according to equation (14) and the definiφ(i,L l 1)tion of α-table, we have αl,ti,lisS φ(i,L l 1) G(Sφ(i,L l 1) ((Cφ(i,L l) · · · Cφ(i,1) )X)).Consequently, by equation (13), the level estimation isφ(i,L l 1)gGl H L l (Si X) SiL l αl,ti,l.(15)Therefore the α-table contains all the matrices or ddimensional arrays we need to recover G(Si X) for anyi and thus the resulting full TI estimation.The following theorem guarantees that the resultingestimate obtained by the proposed TI algorithm is equalto the one obtained in a naive way.Theorem IV.4. The estimate obtained from Step 3equation (10) or generally equation (11) is the Full TIestimate, i.e.1 X((S i G Si )X).βL,(0,0) ni:i SLV. I LLUSTRATION FOR APPLYING FTI ALGORITHMTO EXISITING METHODSThe proposed algorithm is applicable to general multiscale methods defined in Section III-C, to produce theinduced TI smoothing operator. We here select some ofthe available methods for illustration.For any multiscale based approach, Gl operates onX l by each parent-child group, which is a size 2 block.Therefore, it is sufficient to focus on one single parentchild group, say the (j, k)th group at the (l 1)th scaleX l,(j,k) (the corresponding parameters are θ l,(j,k) ) inequation (2) to introduce each denoising approach.
71. Complexity penalized likelihood estimator. [5] estimated the parameters by maximizing the likelihood function with a complexity penalty, i.e. Gl 1 (X l,(j,k) ) :bl,(j,k) is defined asθarg min{ log P2 (X l,(j,k) Xl,(j,k) , θ l,(j,k) )(16)The Bayesian CRP method is regularized by a parameter M at each scale which controls the probabilitiesof ties in a CRP, and is estimated from the data bymaximizing marginal likelihood functions; see [9]. ForGaussian noised images, an additional parameter τ forthe prior standard deviation is also estimated; see [11]. 2λ · pen(θ l,(j,k) )},VI. k-T RANSLATION -I NVARIANT (k-TI) ALGORITHMwhere λ is a tuning parameter and pen(θ l,(j,k) ) is theproposed complexity penalty (equation (8) in [5]). Thismethod is applicable for both Gaussian and Poissonnoised images.2. Bayesian estimator. Bayesian procedures can estimate the parameters using the posterior expectation (orthe other loss criteria such as the posterior median),where the posterior distribution is obtained from a priordistribution and the likelihood function, i.e.Gl 1 (X l,(j,k) )bl,(j,k) E(θ l,(j,k) X : θl,(j,k) ).Various priors have been proposed for both Poisson andGaussian noised images (recall that the parameters areρ’s for Poisson noised images and ξ’s for Gaussiannoised images): 1D Poisson signal: [13] used mixture of beta(1, 1)as the prior; 1D Poisson signal: [14] used beta(α, α) as the prior; 2D Poisson images: [16] used Dirichlet(α, α, α, α)as the prior for 2D images, and further used a hyperprior for α; 2D and 3D Poisson images: [9] used the Dirichletdistribution as the prior, and further used a Chineserestaurant process (CRP) which is a one-parameterfamily of distributions on partitions that helps createties among parameters. This prior was extended to3D and colored Poisson noised images in [10]. 2D Gaussian images: [15] used a multivariate Gaussian (mean 0) and discussed the usage of mixturemultivariate Gaussian distributions as the prior. 2D and 3D Gaussian images: [11] used a multivariate Gaussian (mean 0) and further used a CRP tocreate ties among ξ’s.All those mentioned methods essentially are to specifythe smoothing oper
proposed algorithms. Matlab toolboxes are online accessible to reproduce the results and be implemented for general multiscale denoising approaches provided by the users. Index Terms—image denoising, multiscale analysis, cy-cle spinning, translation invariant, Gibbs phenomenon, Gaussian noise, Poisson noise, 2-dimensional image, 3-dimensional .
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Shear-Thinning in Oligomer Melts Molecular Origins and ... 


methods [29,30], the equation-free multiscale methods [31,32], the triple-decker atomistic-mesoscopic-continuum method [23], and the internal-ﬂow multiscale method [33,34]. A nice overview of multiscale ﬂow simulations using particles is presented in [35]. In this paper, we apply a hybrid multiscale method that couples atomistic details ob-









63 Views




2y ago






















SIFT: Scale Invariant Feature Transform by David Lowe 


Lowe, D. “Distinctive image features from scale-invariant keypoints” International Journal of Computer Vision, 60, 2 (2004), pp. 91-110 Pele, Ofir. SIFT: Scale Invariant Feature Transform. Sift.ppt Lee, David. Object Recognition from Local Scale-Invariant Features (SIFT). O319.S
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The Role of Translation Theory as a Background for Translation Problem ... 


The importance of Translation theory in translation Many theorists' views have been put forward, towards the importance of Translation theory in translation process. Translation theory does not give a direct solution to the translator; instead, it shows the roadmap of translation process. Theoretical recommendations are, always,









31 Views




1y ago






















Handout 2: Invariant Sets and Stability 1 Invariant Sets 


Nonlinear and Predictive Control Handout 2: Invariant Sets and Stability 1 Invariant Sets Consider again the autonomous dynamical system x f(x), x(0) x0 (1) with state x Rn. We assume that f is Lipschitz continuous and denote the unique trajectory of (1) by x(·).
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Practice Workbook Answers 


L2: x 0, image of L3: y 2, image of L4: y 3, image of L5: y x, image of L6: y x 1 b. image of L1: x 0, image of L2: x 0, image of L3: (0, 2), image of L4: (0, 3), image of L5: x 0, image of L6: x 0 c. image of L1– 6: y x 4. a. Q1 3, 1R b. ( 10, 0) c. (8, 6) 5. a x y b] a 21 50 ba x b a 2 1 b 4 2 O 46 2 4 2 2 4 y x A 1X2 A 1X1 A 1X 3 X1 X2 X3
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A Textbook of Translation 


Accepted translation 74 Constraints on literal translation 75 Natural translation 75 Re-creative translation 76 Literary translation 77 The sub-text 77 The notion of theKno-equivalent1 word - 78 The role of context 80 8 The Other Translation Procedures 81 Transference 81 Naturalisation 82 Cultural equivalent 82 Functional equivalent 83
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An Analysis on Translation Method and Quality of Passive Voice in ... - Ums 


translation, idiomatic translation and communicative translation. From 116 data of passive voice in I Am Number Four novel, there is 1 or 0.9% datum belongs to word-for-word translation, there are 46 or 39.6% data belong to literal translation, there is 1 or 0.9% datum belongs to faithful translation, there are 6 or
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Principles for early years education 


The group work is a valuable part of systematic training and alerts people to other training opportunities. Most have been on training courses provided by a range of early years support groups and charities and to workshops run by individual settings. Some have gained qualifications, such as an NVQ level 3 or a degree in child development and/or in teaching. Previous meetings have focused on .
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Guidance for opponents in civil legal aid cases - Scottish Legal Aid Board

injury case - may apply for civil legal aid (since this leaﬂet deals only with civil legal aid, where we refer to "legal aid" we mean "civil legal aid"). Legal aid is ﬁnancial help from public funds. It helps people who qualify to get legal advice and the help of a solicitor to put their case in court.
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WHAT TO DO IF YOU ARE SEXUALLY HARASSED

There are many legal clinics or legal information centres you can contact to obtain legal information, educational resources or legal referrals. Alberta Central Alberta Community Legal Clinic (Red Deer) Centre for Public Legal Education Alberta Pro Bono Law Alberta Women's Centre Legal Advice Clinic (Calgary)
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Legal Advocacy Essentials

Legal Advocacy Essentials: a core training for legal advocates Presented by the Washington State Coalition Against Domestic Violence, 2008. This information is not intended as a substitute for legal advice. 1 Legal Advocacy Essentials . A core training for legal advocates . Table of Contents . What is a legal advocate?
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Legal & Corporate Services: Strategic Plan - CP6

the provision of legal advice, managing legal risk and managing the legal supply chain. By doing this well, the team will move towards its vision. Legal Services is made up of 4 teams, each serving different customers with a dedicated legal resource. This is summarised in the figure right. Although Legal Services has customerdistinct, -focussed .
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Legal Proceedings and Legal Privilege Exemptions: Myth-busting - ICO

If asking for legal advice, say so, and start new email chain If giving legal advice, say so Involve lawyers (before litigation contemplated) Maintain confidentiality of legal advice documents Limit dissemination of legal advice (need to know; original only) Make internal communications re legal advice factual




1y ago




230 Views






















Community Fundraising Kit - Marrickville Legal Centre

Is a CLC the same as Legal Aid? Community legal centres are not the same as Legal Aid. Legal Aid NSW is a government body that provides legal services to people who experience significant disadvantage across NSW. Legal Aid provides assistance for criminal, family and civil law plus domestic and family violence.
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Dafne-EFC 2020 Legal Environment for Philanthropy in .

Dafne-EFC Philanthropy Advocacy: 2020 Legal Environment for Philanthropy in Europe, Switzerland 3 I.Legal framework for foundations 1. Does the jurisdiction recognise a basic legal definition of a foundation? (please describe) What different legal types of foundations exist (autonomous organisations with legal
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Legal Studies - Washington University in St. Louis

Legal Studies (02/09/21) Legal Studies The Legal Studies minor is an interdisciplinary program that allows students to study the role of law and legal institutions in society. Students who minor in Legal Studies learn about law in courses from anthropology, economics, history, philosophy, political science and other disciplines.
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CLASS K - LAW

K85-89 Legal research K94 Legal composition and draftsmanship K100-103 Legal education K109-110 Law societies. International bar associations K115-130 The legal profession K133 Legal aid. Legal assistance to the poor K140-165 History of law K170 Biography K
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Contract Management in Corporate Legal Departments .

May 25, 2016 · Relationship Between Legal, Finance, & the Business Create/Negotiate Activate Perform Analyze Renew Business Business Legal Legal Finance Finance Business Legal Finance Business . - Collaboration Legal Portal - Standard Operating Procedures - KPIs Dashboards - Reports. Technology Enabled Contract Management Best Practices 1. Initiate/




2y ago




351 Views






















Persuasive Legal Writing

the court just focuses on the facts of the crime and hardly addresses any legal issue. The way to convince a court that a legal issue is worth reversing on requires that we have more than a legal basis to appeal - it requires us to put the legal issue in the context of a persuasive storyline. Sometimes the storyline will be about the legal issue.
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Legal AI - Thomson Reuters

of the legal AI market, for example in relation to contract generation and completion. In short, legal AI has a potential use wherever there are people who must deal with legal documents or address legal queries, especially where those legal needs are expressed through text, which AI experts refer to as 'unstructured data'.
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Legal Information vs Legal Advice Guidelines - TMCEC

giving legal advice. Legal advice is a written or oral statement that: o Interprets some aspect of the law, court rules, or court procedures; o Recommends a specific course of conduct a person should take in an actual or potential legal proceeding; or o Applies the law to the individual person's specific factual circumstances. What is Legal .
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Smart legal contracts Advice to Government

The forms a smart legal contract can take 22 Use cases for smart legal contracts 30 Costs and benefits of smart legal contracts 35. CHAPTER 3: FORMATION OF SMART LEGAL CONTRACTS 39. The law on contract formation 39 Agreement 39 Consideration 49 Certainty and completeness 50 Intention to create legal relations 54 Formality requirements 57




1y ago




155 Views






















CSR FREQUENTLY ASKED QUESTIONS - Legal Services Corporation

Because of this lack of legal analysis applying the law to the client's unique circumstances, these letters do not meet the definition of legal assistance (legal advice is a subset of legal assistance) set forth in Section 2.2 of the 2008 CSR Handbook which reads: For CSR purposes, legal assistance is defined as the provision of limited service
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