












	 Home
	 Explore
	 Top Views
	 Popular Tags
	 Upload
	 Login
	
























ZBOOK








































	 Home
	 Explore
	 Top Views
	 Popular Tags
	 Upload
	 Login
	














	Home
	How To Speak A Language Without Knowing ...






















 


How To Speak A Language Without Knowing It
























2y ago




36 Views




2 Downloads




530.81 KB




5 Pages







Last View : 9d ago




Last Download : 2m ago




Upload by : Sutton Moon



 Report this link






















 PREVIEW









 Export To


Word


Text


Jpg


Png







 Download PDF









Transcription




How to Speak a Language without Knowing ItHeng JiComputer Science DepartmentRensselaer Polytechnic InstituteTroy, NY 12180, USAjih@rpi.eduXing Shi and Kevin KnightInformation Sciences InstituteComputer Science DepartmentUniversity of Southern California{xingshi, knight}@isi.eduAbstractWe develop a system that lets people overcome language barriers by letting themspeak a language they do not know. Oursystem accepts text entered by a user,translates the text, then converts the translation into a phonetic spelling in the user’sown orthography. We trained the system on phonetic spellings in travel phrasebooks.1Figure 1: Snippet from phrasebooktranslation devices lack. However, the user is limited to a small set of fixed phrases. In this paper,we lift this restriction by designing and evaluatinga software program with the following:Introduction Input: Text entered by the speaker, in her ownlanguage.Can people speak a language they don’t know?Actually, it happens frequently. Travel phrasebooks contain phrases in the speaker’s language(e.g., “thank you”) paired with foreign-languagetranslations (e.g., “ спасибо”). Since the speakermay not be able to pronounce the foreign-languageorthography, phrasebooks additionally providephonetic spellings that approximate the sounds ofthe foreign phrase. These spellings employ the familiar writing system and sounds of the speaker’slanguage. Here is a sample entry from a Frenchphrasebook for English speakers: Output: Phonetic rendering of a foreignlanguage translation of that text, which, whenpronounced by the speaker, can be understood by the listener.The main challenge is that different languageshave different orthographies, different phonemeinventories, and different phonotactic constraints,so mismatches are inevitable. Despite this, thesystem’s output should be both unambiguouslypronounceable by the speaker and readily understood by the listener.Our goal is to build an application that coversmany language pairs and directions. The currentpaper describes a single system that lets a Chineseperson speak English.We take a statistical modeling approach to thisproblem, as is done in two lines of research that aremost related. The first is machine transliteration(Knight and Graehl, 1998), in which names andtechnical terms are translated across languageswith different sound systems. The other is respelling generation (Hauer and Kondrak, 2013),where an English speaker is given a phonetic hintabout how to pronounce a rare or foreign wordto another English speaker. By contrast, we aimEnglish:Leave me alone.French:Laissez-moi tranquille.Franglish: Less-ay mwah trahn-KEEL.The user ignores the French and goes straightto the Franglish. If the Franglish is well designed,an English speaker can pronounce it and be understood by a French listener.Figure 1 shows a sample entry from anotherbook—an English phrasebook for Chinese speakers. If a Chinese speaker wants to say “非 常感 谢 你 这 顿 美 餐”, she need only read off theChinglish “三可 油 否 热斯 弯德否 米欧”, whichapproximates the sounds of “Thank you for thiswonderful meal” using Chinese characters.Phrasebooks permit a form of accurate, personal, oral communication that speech-to-speech278Proceedings of the 52nd Annual Meeting of the Association for Computational Linguistics (Short Papers), pages 278–282,Baltimore, Maryland, USA, June 23-25 2014. c 2014 Association for Computational Linguistics
eseEnglishChinglish已经八点了It’s eight o’clock now意思埃特额克劳克闹 (yi si ai te e ke lao ke nao)这件衬衫又时髦又便宜this shirt is very stylish and not very ��金额是15美金our minimum charge for delivery is fifteen ��五听到乐思Table 1: Examples of Chinese, English, Chinglish tuples from a phrasebook.to help people issue full utterances that cross language barriers.2a great deal from Chinese (Table 2). Syllables “si”and “te” are very popular, because while consonant clusters like English “st” are impossible to reproduce exactly, the particular vowels in “si” and“te” are fortunately very weak.EvaluationOur system’s input is Chinese. The output isa string of Chinese characters that approximateEnglish sounds, which we call Chinglish. Webuild several candidate Chinese-to-Chinglish systems and evaluate them as follows:Frequency Rank12345 We compute the normalized edit distancebetween the system’s output and a humangenerated Chinglish reference.ChinglishsitedeyifuTable 2: Top 5 frequent syllables in Chinese(McEnery and Xiao, 2004) and Chinglish A Chinese speaker pronounces the system’soutput out loud, and an English listener takesdictation. We measure the normalized editdistance against an English reference.We find that multiple occurrences of an Englishword type are generally associated with the sameChinglish sequence. Also, Chinglish characters donot generally span multiple English words. It isreasonable for “can I” to be rendered as “kan nai”,with “nai” spanning both English words, but thisis rare. We automate the previous evaluation by replace the two humans with: (1) a Chinesespeech synthesizer, and (2) a English speechrecognizer.3ChinesedeshiyijizhiData4We seek to imitate phonetic transformations foundin phrasebooks, so phrasebooks themselves are agood source of training data. We obtained a collection of 1312 Chinese, English, Chinglish phrasebook tuples 1 (see Table 1).We use 1182 utterances for training, 65 for development, and 65 for test. We know of no othercomputational work on this type of corpus.Our Chinglish has interesting gross empiricalproperties. First, because Chinglish and Chineseare written with the same characters, they renderthe same inventory of 416 distinct syllables. However, the distribution of Chinglish syllables differsModelWe model Chinese-to-Chinglish translation witha cascade of weighted finite-state transducers(wFST), shown in Figure 2. We use an onlineMT system to convert Chinese to an English wordsequence (Eword), which is then passed throughFST A to generate an English sound sequence(Epron). FST A is constructed from the CMU Pronouncing Dictionary (Weide, 2007).Next, wFST B translates English sounds intoChinese sounds (Pinyin-split). Pinyin is an officialsyllable-based romanization of Mandarin Chinesecharacters, and Pinyin-split is a standard separation of Pinyin syllables into initial and final parts.Our wFST allows one English sound token to map1Dataset can be found at ata.txt279
labeled Eprondao rPinyin-splitddedisuoaoouP (p e)0.460.400.060.010.260.130.060.01Table 3: Learned translation tables for thephoneme based modelgr ae n dmah dh erg e r ande mu edewhere as the reference Pinyin-split sequence is:gFigure 2: Finite-state cascade for modeling the relation between Chinese and Chinglish.ggeTrainingPhoneme-based modelWe must now estimate the values of FST B parameters, such as P(si S). To do this, we firsttake our phrasebook triples and construct samplestring pairs Epron, Pinyin-split by pronouncing the phrasebook English with FST A, and bypronouncing the phrasebook Chinglish with FSTsD and C. Then we run the EM algorithm to learnFST B parameters (Table 3) and Viterbi alignments, such as:gge5.2rrae nuanuandemaderrae nuanddemmahadhdereSecond, we extract phoneme phrase pairs consistent with these alignments. We use no phrasesize limit, but we do not cross word boundaries.From the example above, we pull out phrase pairslike:g g eg r g e r.r rr ae n r uan.FSTs A, C, and D are unweighted, and remain sothroughout this paper.5.1rHere, “ae n” should be decoded as “uan” whenpreceded by “r”. Following phrase-based methods in statistical machine translation (Koehn etal., 2003) and machine transliteration (Finch andSumita, 2008), we model substitution of longer sequences. First, we obtain Viterbi alignments usingthe phoneme-based model, e.g.:to one or two Pinyin-split tokens, and it also allowstwo English sounds to map to one Pinyin-split token.Finally, FST C converts Pinyin-split into Pinyin,and FST D chooses Chinglish characters. We alsoexperiment with an additional wFST E that translates English words directly into Chinglish.5eWe add these phrase pairs to FST B, and callthis the phoneme-phrase-based model.5.3Word-based modelWe now turn to WFST E, which short-cuts directly from English words to Pinyin. We create English, Pinyin training pairs from our phrasebook simply by pronouncing the Chinglish withFST D. We initially allow each English word typeto map to any sequence of Pinyin, up to length 7,with uniform probability. EM learns values for parameters like P (nai te night), plus Viterbi alignments such as:ddePhoneme-phrase-based modelMappings between phonemes are contextsensitive. For example, when we decode English“grandmother”, we get:280
ModelWord basedWord-based hybrid trainingPhoneme basedPhoneme-phrase basedHybrid training and decodingTop-1 OverallAverage Edit Distance0.6640.6590.6110.1940.175Top-1 ValidAverage Edit 563/6563/6563/65Table 4: English-to-Pinyin decoding accuracy on a test set of 65 utterances. Numbers are average editdistances between system output and Pinyin references. Valid average edit distance is calculated basedonly on valid outputs (e.g. 29 outputs for word based model).accepta ke sha putipste ti pu sithe test portion of our phrasebook, using edit distance. Here, we start with reference English andmeasure the accuracy of Pinyin syllable production, since the choice of Chinglish character doesnot affect the Chinglish pronunciation. We see thatthe Word-based method has very high accuracy,but low coverage. Our best system uses the Hybrid training/decoding method. As Table 6 shows,the ratio of unseen English word tokens is small,thus large portion of tokens are transformed using word-based method. The average edit distance of phoneme-phrase model and that of hybrid training/decoding model are close, indicatingthat long phoneme-phrase pairs can emulate wordpinyin mappings.Notice that this model makes alignment errorsdue to sparser data (e.g., the word “tips” and “ti pusi” only appear once each in the training data).5.4Hybrid trainingTo improve the accuracy of word-based EM alignment, we use the phoneme based model to decode each English word in the training data toPinyin. From the 100-best list of decodings, wecollect combinations of start/end Pinyin syllablesfor the word. We then modify the initial, uniformEnglish-to-Pinyin mapping probabilities by givinghigher initial weight to mappings that respect observed start/end pairs. When we run EM, we findthat alignment errors for “tips” in section 5.3 arefixed:accepta ke sha pu te5.5Word TypeTokentipsti pu siTotal249436Ratio0.2490.142Table 6: Unseen English word type and tokens intest data.Hybrid decodingThe word-based model can only decode 29 of the65 test utterances, because wFST E fails if an utterance contains a new English word type, previously unseen in training. The phoneme-basedmodels are more robust, able to decode 63 of the65 utterances, failing only when some Englishword type falls outside the CMU pronouncing dictionary (FST A).Our final model combines these two, using theword-based model for known English words, andthe phoneme-based models for unknown Englishwords.6Unseen6262ModelReference EnglishPhoneme basedHybrid training and decodingValid AverageEdit Distance0.4770.6960.496Table 7: Chinglish-to-English accuracy in dictation task.Our second evaluation is a dictation task. Wespeak our Chinglish character sequence outputaloud and ask an English monolingual person totranscribe it. (Actually, we use a Chinese synthesizer to remove bias.) Then we measure edit distance between the human transcription and the reference English from our phrasebook. Results areshown in Table 7.ExperimentsOur first evaluation (Table 4) is intrinsic, measuring our Chinglish output against references from281
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ChineseReference EnglishReference ChinglishHybrid training/decoding ChinglishDictation EnglishASR EnglishChineseReference EnglishReference ChinglishHybrid training/decoding ChinglishDictation EnglishASR English年夜饭都要吃些什么what do you have for the Reunion dinner沃特 杜 又 海夫 佛 则 锐又尼恩 低呢我忒 度 优 嗨佛 佛 得 瑞优你恩 低呢what do you have for the reunion dinnerwhat do you high for 43 Union Cena等等我wait for me唯特 佛 密 (wei te fo mi)位忒 佛 密 (wei te fo mi)wait for mewait for meTable 5: Chinglish generated by hybrid training and decoding method and corresponding recognizedEnglish by dictation and automatic synthesis-recognition method.ModelWord basedWord-based hybrid trainingPhoneme basedPhoneme-phrase basedHybrid training and decodingValid AverageEdit Distance0.9250.9250.9370.8960.898interesting new challenges that come from its natural constraints on allowed phonemes, syllables,words, and orthography.ReferencesAndrew Finch and Eiichiro Sumita. 2008. Phrasebased machine transliteration. In Proceedings of theWorkshop on Technologies and Corpora for AsiaPacific Speech Translation (TCAST), pages 13–18.Table 8: Chinglish-to-English accuracy in automatic synthesis-recognition (ASR) task. Numbersare average edit distance between recognized English and reference English.Bradley Hauer and Grzegorz Kondrak. 2013. Automatic generation of English respellings. In Proceedings of NAACL-HLT, pages 634–643.Kevin Knight and Jonathan Graehl. 1998. Machine transliteration. Computational Linguistics,24(4):599–612.Finally, we repeat the last experiment, but removing the human from the loop, using bothautomatic Chinese speech synthesis and Englishspeech recognition. Results are shown in Table 8.Speech recognition is more fragile than humantranscription, so edit distances are greater. Table 5shows a few examples of the Chinglish generatedby the hybrid training and decoding method, aswell as the recognized English from the dictationand ASR tasks.7Philipp Koehn, Franz Josef Och, and Daniel Marcu.2003. Statistical phrase-based translation. InProceedings of the 2003 Conference of the NorthAmerican Chapter of the Association for Computational Linguistics on Human Language TechnologyVolume 1, pages 48–54. Association for Computational Linguistics.Anthony McEnery and Zhonghua Xiao. 2004. Thelancaster corpus of Mandarin Chinese: A corpus formonolingual and contrastive language study. Religion, 17:3–4.ConclusionsOur work aims to help people speak foreign languages they don’t know, by providing native phonetic spellings that approximate the sounds of foreign phrases. We use a cascade of finite-statetransducers to accomplish the task. We improvethe model by adding phrases, word boundary constraints, and improved alignment.In the future, we plan to cover more languagepairs and directions. Each target language raisesR Weide. 2007. The CMU pronunciation dictionary,release 0.7a.282
French: Laissez-moi tranquille. Franglish: Less-ay mwah trahn-KEEL. The user ignores the French and goes straight to the Franglish. If the Franglish is well designed, an English speaker can pronounce it and be under-stood by a French listener. Figure 1 shows a sample entry from another book an E
 




Related Documents:















TRD SPEAK LIFE 8 Tobymac's Speak Life Youth Event 


Arrange for some games to be available for students to play while final preparations are being made inside. Go simple with activities such as Cornhole, basketball, and . Youth Event Speak Life the Speak Life Tobymac.))))) () Tobymac's Speak Life Speak Life. 2014 INTERLiNC. INTERLINC-ONLINE.COM / 800.725.3300 Speak Life Youth Event, Page.
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READING: How Fast Do You Speak English? - All Things Topics 


Most people in the U.S. speak about 180 words per minute. 3. How you feel can affect how fast you speak. 4. Most people from New York speak English very slowly. 5. Fran Capo is from New York. 6. Steven Woodmore can speak more quickly than Fran Capo. Discuss Discuss the following questions with your classmates. 1. Do you speak English quickly or .









5 Views




2m ago






















Craft Council of Newfoundland and Labrador - Webflow 


work/products (Beading, Candles, Carving, Food Products, Soap, Weaving, etc.) ⃝I understand that if my work contains Indigenous visual representation that it is a reflection of the Indigenous culture of my native region. ⃝To the best of my knowledge, my work/products fall within Craft Council standards and expectations with respect to
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Linguistic assimilation today: Bilingualism persists more ... 


immigrant households: most speak an immigrant language at home, but almost all are proficient in English. Among Hispanics, 92 percent speak English well or very well, even though 85 percent speak at least some Spanish at home. The equivalent percentages among Asian groups are: 96 percent are proficient in English and 61 percent speak an
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Speak my language: Overcoming language and … 


Speak my language: Overcoming language and communication barriers in public services 3 Contents Summary report 5 Summary 8 1. Making services accessible to people who face language and communication barriers 13 Legislation and policy 14 The Equality Act 2010 and the Public Sector Equa
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Jabra Speak 710 User Manual 


Plug the Jabra Speak 710 into a USB power source using the attached USB cable. The Jabra Speak 710 battery lasts for up to 15 hours of talk time and takes approx. 3 hours to fully charge. jabra. 4.2 Automatic power off. To preserve battery while unplugged, the Jabra Speak 
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SPEAK UP! 2 FOR LEARNERS - The Church of Jesus Christ of Latter-day Saints 


Welcome to Speak UP! The ability to speak English will be a great blessing in your life. English skills can improve your daily life, help you pursue educational opportunities, lead to better employment, and expand your circle of friends. EnglishConnect is made up of several English courses. Speak UP! is for novice
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Modul - Fakultas Ekonomi dan Bisnis Islam 


akuntansi musyarakah (sak no 106) Ayat tentang Musyarakah (Q.S. 39; 29) لًََّز ãَ åِاَ óِ îَخظَْ ó Þَْ ë Þٍجُزَِ ß ا äًَّ àَط لًَّجُرَ íَ åَ îظُِ Ûاَش
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IN THIS ISSUE CAR WASH INSIGHT Recent, Notable M&A Transactions .

9/8/2022 Club Car Wash Sites of Tidal Wave Express Car Wash 8 8/29/2022 Take 5 Car Wash Soft Touch Car Wash, Auto Oasis Car Wash, Clearwater Car Wash and Birdie's Car Wash 5 8/25/2022 WhiteWater Express Geaux Clean Car Wash 7 8/19/2022 ModWash Home Team Car Wash 3 8/18/2022 Splash In ECO Car Wash (Wills Group) Blue Hen Car Wash 2
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Personal insurance - Car & Business insurance King Price Insurance

The king's insurance options 5 Things you need to know 7 The stuff you need to do 14 How to claim 16 Our commitment to you 20 Car insurance 22 Car warranty 37 Shortfall cover 45 Scratch and dent 46 Tyre and rim 48 Motorbike insurance 53 Trailer and caravan insurance 64 Watercraft insurance 68 Home contents insurance 77 Buildings insurance 89
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ESSENTIAL PLAN - Discovery

Car insurance only Car and home insurance Car insurance only Car and home insurance 12.5% 25% 5% 10% YOUR FUEL CASH BACK PERCENTAGE GET TO THE HIGHEST CASH BACK PERCENTAGE Add at least R250 000 of home insurance (household contents, buildings or both) Take your car to Tiger Wheel & Tyre and pass the Annual MultiPoint check
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CAR INSURANCE EVERYTHING EXPLAINED - RSA Insurance Group

CAR INSURANCE 93013821.indd 1 15/03/2018 10:46. 2 WELCOME TO µ CAR INSURANCE Thank you for choosing µ to protect you and your car. This booklet is intended to help you check your cover and to reassure you that µ will give you the protection you need for the year ahead. First of all, to help you understand your car insurance policy we want to .
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Describe types and purposes of insurance.

D.O. CAPS Consumer Skills: Insurance—10E 3 Your car - The car you drive can also affect your insurance rates. Insurance companies place certain kinds of cars in special risk categories. You should ask your insurance agent before making a car purchase to make sure you aren't getting a car that will cost you extra for your liability insurance.
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Money Online Price Comparison - WordPress 

you to compare car insurance quotes. You'll notice at the top of the screen is a warning regarding telling the truth when completing any form of car insurance quote as something withheld, which later becomes known, can void an insurance claim. 7 The process of completing a car insurance price comparison is broken down into 4
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Contours Options Infant Car Seat Adapter Instruction Sheet

your Infant Car Seat, as described in the instruction manual provided by the Infant Car Seat manufacturer. † WHEN USING ONLY ONE INFANT CAR SEAT ADAPTER OR TWO FOR TWINS, THE FOLLOWING INFANT CAR SEATS CAN BE USED: † If your Infant Car Seat is not one of the models listed above, DO NOT use your infant car seat with this car seat adapter.
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Microsoft Advertising Travel Update

last minute cruise deals -58.50% Car Rental Queries WoW Change car rental -43.80% rental cars -46.30% car rentals -40.60% cheap car rentals -48.00% car rentals cheapest rates -52.20% rent a car- 40.30% cheap rental cars -45.60% rental car -41.80% car rental deals -49.30% rental cars lowest price -53.90% Flight Queries WoW Change cheap flights .
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Design and development of lift for an automatic car parking system

1. Stacker type car parking system 2. Puzzle type car parking system 3. Level type car parking system 4. Chess type car parking system 5. Rotary type car parking system 6. Tower type car parking system But lift is used only in tower type car parking system. Objectives:-
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Gold Tier - MAPFRE Insurance

Foy Insurance of MA, LLC 198 Frank Consolati Insurance Agency, Inc. 198 County Insurance Agency, Inc. 198 Woodrow W Cross Agency 214 Woodland Insurance Agency, Inc. 214 Tegeler Insurance Services of CT, Inc. 214 Pantano/VonKahle Insurance Agency, Inc. 214 . Hanson Insurance Agency, Inc. 287 J.H. Slattery Insurance Agency, Inc. 287
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Car Insurance This booklet covers:Car Rapid Bonus Business

Car Insurance This booklet covers:Car Rapid Bonus Business RAC Direct Insurance is a trading name of London and Edinburgh Insurance Company Limited. Registered in England No 924430. Registered Office: 8 Surrey Street, Norwich NR1 3NG. Member of the Aviva Group. Authorised and regulated by the Financial Services Authority. RAC052(V27)-1971-06.06 .
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Root Insurance (ROOT) - Citron Research

Root Insurance (ROOT) Leveling the Playing Field of Car Insurance What every trader needs to know about one of the mostheavily shorted stocks in the market Traditional Credit-Based Car Insurance PerpetuatesEconomic and Racial Inequalities as one in three American cannot affordessentials because of car insurance premiums
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Affordable Care Act - insurance comparison, cheapest insurance, cheap health insurance NJ, cheapest insurance company Priority One High Volume - Washington state health insurance plans, affordable health insurance The best performing ad copy included those that made specific reference to finding "health insurance" for
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The Pricing of Group Life Insurance Schemes - Actuaries

Thus, in comparison to individual life insurance, group life insurance is more cost-effective per thousand of rupees insurance cover. 2. General Characteristics of Group Life Insurance Group life insurance, within certain restrictions and conditions, provides insurance to members of a group without requiring evidence of insurability. There is a .
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NK-ID 0192-8365-3702-0D3E - Car-O-Liner

CAR-O-DATA. 4. The vast majority of vehicles on the road today can be found in Car-O-Liner's database. Your . Car-O-Tronic. is delivered with a 14-day trial . Car-O-Data Vision2. subscription. Car-O-Data. is available with different subscription periods and database. 4. Check all options with our distributors. SOFTWARE PART. NO. Vision2 X1 .
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