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A Measurement Study of Peer-to-Peer File SharingSystemsStefan Saroiu, P. Krishna Gummadi, Steven D. Technical Report # UW-CSE-01-06-02Department of Computer Science & EngineeringUniversity of WashingtonSeattle, WA, USA, 98195-2350
A Measurement Study of Peer-to-Peer File Sharing SystemsStefan Saroiu, P. Krishna Gummadi, Steven D. GribbleDepartment of Computer Science & EngineeringUniversity of WashingtonSeattle, WA, USA, eduAbstractThe popularity of peer-to-peer multimedia file sharingapplications such as Gnutella and Napster has created aflurry of recent research activity into peer-to-peer architectures. We believe that the proper evaluation of a peer-topeer system must take into account the characteristics ofthe peers that choose to participate. Surprisingly, however,few of the peer-to-peer architectures currently being developed are evaluated with respect to such considerations. Webelieve that this is, in part, due to a lack of informationabout the characteristics of hosts that choose to participatein the currently popular peer-to-peer systems. In this paper, we remedy this situation by performing a detailed measurement study of the two most popular peer-to-peer filesharing systems, namely Napster and Gnutella. In particular, our measurement study seeks to precisely characterizethe population of end-user hosts that participate in thesetwo systems. This characterization includes the bottleneckbandwidths between these hosts and the Internet at large,IP-level latencies to send packets to these hosts, how oftenhosts connect and disconnect from the system, how manyfiles hosts share and download, the degree of cooperationbetween the hosts, and several correlations between thesecharacteristics. Our measurements show that there is significant heterogeneity and lack of cooperation across peersparticipating in these systems.1 IntroductionThe popularity of peer-to-peer file sharing applicationssuch as Gnutella and Napster has created a flurry of recentresearch activity into peer-to-peer architectures [5, 8, 12, 15,16, 17]. Although the exact definition of “peer-to-peer” isdebatable, these systems typically lack dedicated, centralized infrastructure, but rather depend on the voluntary participation of peers to contribute resources out of which theinfrastructure is constructed. Membership in a peer-to-peersystem is ad-hoc and dynamic: as such, the challenge ofsuch systems is to figure out a mechanism and architecturefor organizing the peers in such a way so that they can cooperate to provide a useful service to the entire community ofusers. For example, in a multimedia file sharing application,one challenge is organizing peers into a cooperative, globalindex so that all content can be quickly and efficiently located by any peer in the system [8, 12, 15, 17].In order to properly evaluate a proposed peer-to-peer system, the characteristics of the peers that choose to participate in the system must be understood and taken into account. For example, if some peers in a file-sharing system have low-bandwidth, high-latency bottleneck networkconnections to the Internet, the system must be careful toavoid delegating large or popular portions of the distributedindex to those peers, for fear of overwhelming them andmaking that portion of the index unavailable to other peers.Similarly, the typical duration that peers choose to remainconnected to the infrastructure has implications for the degree of redundancy necessary to keep data or index metadata highly available. In short, the system must take intoaccount the suitability of a given peer for a specific task before explicitly or implicitly delegating that task to the peer.Surprisingly, however, few of the peer-to-peer architectures currently being developed are evaluated with respectto such considerations. We believe that this is, in part, due toa lack of information about the characteristics of hosts thatchoose to participate in currently popular peer-to-peer systems. In this paper, we remedy this situation by performinga detailed measurement study of the two most popular peerto-peer file sharing systems, namely Napster and Gnutella.The hosts that choose to participate in these systems are typically end-user’s home or office machines, often logicallylocated at the “edge” of the Internet.In particular, our measurement study seeks to preciselycharacterize the population of end-user hosts that participate in these two systems. This characterization includesthe bottleneck bandwidths between these hosts and the Internet at large, typical IP-level latencies to send packets tothese hosts, how often hosts connect and disconnect fromthe system, how many files hosts share and download, andcorrelations between these characteristics. Our measurements consist of detailed traces of these two systems gathered over long periods of time – four days for Napster andeight days for Gnutella respectively.There are two main lessons to be learned from our measurement results. First, there is a significant amount ofheterogeneity in both Gnutella and Napster; bandwidth, la-
tency, availability, and the degree of sharing vary betweenthree and five orders of magnitude across the peers in thesystem. This implies that any similar peer-to-peer systemmust be very careful about delegating responsibilities acrosspeers. Second, peers tend to deliberately misreport information if there is an incentive to do so. Because effective delegation of responsibility depends on accurate information,this implies that future systems must have built-in incentives for peers to tell the truth, or systems must be able todirectly measure or verify reported information.2 MethodologyThe methodology behind our measurements is quite simple. For each of the Napster and Gnutella systems, we proceeded in two steps. First, we periodically crawled eachsystem in order gather instantaneous snapshots of large subsets of the systems’ user population. The information gathered in these snapshots include the IP address and port number of the users’ client software, as well as some information about the users as reported by their software. Second,immediately after gathering a snapshot, we actively probedthe users in the snapshot over a period of several days to directly measure various properties about them, such as theirbottleneck bandwidth.In this section of the paper, we first give a brief overviewof the architectures of Napster and Gnutella. Following this,we then describe the software infrastructure that we built togather our measurements, including the Napster crawler, theGnutella crawler, and the active measurement tools used toprobe the users discovered by our crawlers.2.1 The Napster and Gnutella ArchitecturesBoth Napster and Gnutella have similar goals: to facilitate the location and exchange of files (typically images,audio, or video) between a large group of independent usersconnected through the Internet. In both of these systems,the files are stored on the computers of the individual usersor peers, and they are exchanged through a direct connection between the downloading and uploading peers, over anHTTP-style protocol. All peers in this system are symmetric, in that they all have the ability to function bothas a client and a server. This symmetry is one attributethat distinguishes peer-to-peer systems from many conventional distributed system architectures. Though the processof exchanging files is similar in both systems, Napster andGnutella differ substantially in how peers locate files (Figure 1).In Napster, a large cluster of dedicated central serversmaintain an index of the files that are currently being sharedby active peers. Each peer maintains a connection to one ofthe central servers, through which the file location queriesare sent. The servers then cooperate to process the queryand return a list of matching files and locations to the user.On receiving the results, the peer may then choose to initiate a file exchange directly from another peer. In addition serverPQPQGnutellaQRqueryresponseDfile downloadFigure 1. File location in Napster and Gnutellamaintaining an index of shared files, the centralized serversalso monitor the state of each peer in the system, keepingtrack of metadata such as the peers’ reported connectionbandwidth and the duration that the peer has remained connected to the system. This metadata is returned with theresults of a query, so that the initiating peer has some information to distinguish possible download sites.There are no centralized servers in Gnutella, however.Instead, the peers in the Gnutella system form an overlay network by forging a number point-to-point connections with a set of neighbors. In order to locate a file, apeer initiates a controlled flood of the network by sending aquery packet to all of its neighbors. Upon receiving a querypacket, a peer checks if any locally stored files match thequery. If so, the peer sends a query response packet backtowards to the query originator. Whether or not a file matchis found, the peer continues to flood the query through theoverlay.To help maintain the overlay as the users enter and leavethe system, the Gnutella protocol includes ping and pongmessages that help peers to discover other nodes in theoverlay. Pings and pongs behave similarly to query/queryresponse packets: any peer that sees a ping message sendsa pong back towards the originator, and also forwards theping onwards to its own set of neighbors. Ping and querypackets thus flood through the network; the scope of flooding is controlled with a time-to-live (TTL) field that isdecremented on each hop. Peers occasionally forge newneighbor connections with other peers discovered throughthe ping/pong mechanism. Note that it is quite possible(and common!) to have several disjoint Gnutella overlaysof Gnutella simultaneously coexisting in the Internet; thiscontrasts with Napster, in which peers are always connectedto the same cluster of central servers.2.2 Crawling the Peer-to-Peer SystemsWe now describe the design and implementation of ourNapster and Gnutella crawlers. In our design, we ensured
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that the crawlers did not interfere with the performance ofthe systems in any way.2.2.1 The Napster CrawlerBecause we do not have direct access to indexes maintained by the central Napster servers, the only way we coulddiscover the set of peers participating in the system at anytime is by issuing queries for files, and keeping a list ofpeers referenced in the queries’ responses. To discover thelargest possible set of peers, we issued queries with thenames of popular song artists drawn from a long list downloaded from the web.The Napster server cluster consists of approximately 160servers; Each peer establishes a connection with only oneserver. When a peer issues a query, the server the peer isconnected to first reports files shared by “local users” onthe same server, and later reports matching files shared by“remote users” on other servers in the cluster. For eachcrawl, we established a large number of connections to asingle server, and issued many queries in parallel; this reduced the amount of time taken to gather data to 3-4 minutes per crawl, giving us a nearly instantaneous snapshot ofpeers connected to that server. For each peer that we discovered during the crawl, we then queried the Napster serverto gather the following metadata: (1) the bandwidth of thepeer’s connection as reported by the peer herself, (2) thenumber of files currently being shared by the peer, (3) thecurrent number of uploads and the number of downloads inprogress by the peer, (4) the names and sizes of all the filesbeing shared by the peer, and (5) the IP address of the peer.To get an estimate of the fraction of the total user population we captured, we separated the local and remote peersreturned in our queries’ responses, and compared them tostatistics periodically broadcast by the particular Napsterserver that we queried. From these statistics, we verifiedthat each crawl typically captured between 40% and 60%of the local peers on the crawled server. Furthermore, this40-60% of the peers that we captured contributed between80-95% of the total (local) files reported to the server. Thus,we feel that our crawler captured a representative and significant fraction of the set of peers.Our crawler did not capture any peers that do not shareany of the popular content in our queries. This introducesa bias in our results, particularly in our measurements thatreport the number of files being shared by users. However,the statistics reported by the Napster server revealed thatthe distributions of number of uploads, number of downloads, number of files shared, and bandwidths reported forall remote users were quite similar to those that we observedfrom our captured local users.2.2.2 The Gnutella CrawlerThe goal of our Gnutella crawler is the same as our Napster crawler: to gather nearly instantaneous snapshots ofa significant subset of the Gnutella population, as well asmetadata about peers in captured subset as reported by theFigure 2. Number of Gnutella hosts capturedby our crawler over timeGnutella system itself. Our crawler exploits the ping/pongmessages in the protocol to discover hosts. First, the crawlerconnects to several well-known, popular peers (such asgnutellahosts.com or router.limewire.com).Then, it begins an iterative process of sending ping messages with large TTLs to known peers, adding newly discovered peers to its list of known peers based on the contents of received pong messages. In addition to the IP address of a peer, each pong message contains metadata aboutthe peer, including the number and total size of files beingshared.We allowed our crawler to continue iterating for approximately two minutes, after which it would typically gatherbetween 8,000 and 10,000 unique peers (Figure 2). According to measurements reported by [6], this corresponds to atleast 25% to 50% of the total population of peers in the system at any time. After two minutes, we would terminate thecrawler, save the crawling results to a file and begin anothercrawl iteration to gather our next snapshot of the Gnutellapopulation.Unlike our Napster measurements, in which we weremore likely to capture hosts sharing popular songs, we haveno reason to suspect any bias in our measurements of theGnutella user population. Furthermore, to ensure that thecrawling process does not alter the behavior of the systemin any way, our crawler neither forwarded any Gnutella protocol messages nor answered any queries.2.2.3 Crawler StatisticsBoth the Napster and Gnutella crawlers were written inJava, and ran using the IBM Java 1.18 compiler on Linuxkernel version 2.2.16. The crawlers both ran in parallel on asmall number of dual-processor Pentium III 700 MHz computers with 2GB RAM, and four 40GB SCSI disks. OurNapster trace captured four days of activity, from SundayMay 6th, 2001 through Wednesday May 9th, 2001. Over-
all, we recorded a total of 509,538 Napster peers on 546,401unique IP addresses. Comparatively, our Gnutella tracespanned eight days (Sunday May 6th, 2001 through Monday May 14th, 2001), and it captured a total of 1,239,487Gnutella peers on 1,180,205 unique IP-addresses.2.3 Directly Measured Peer CharacteristicsFor each peer population snapshot that we gathered usingour crawlers, we directly measured various additional properties of the peers. Our broad goal was to capture data whichwould enable us to reason about the fundamental characteristics of the users (both as individuals and as a population)participating in any peer-to-peer file sharing systems. Thedata we collected includes the distributions of bottleneckbandwidths and latencies between peers and our measurement infrastructure, the number of shared files per peer, distribution of peers across DNS domains, and the “lifetime”characteristics of peers in the system, i.e., how frequentlypeers connect to the systems, and how long they choose toremain connected.2.3.1 Latency MeasurementsGiven the list of peers’ IP-addresses obtained by thecrawlers, we were easily able to measure the round-trip latency between the peers and our measurement machines.For this, we used a simple tool that measures the time spentby a 40-byte TCP packets to be exchanged in between a peerand our measurement host. Our interest in latencies of thehosts is due to the well known feature of TCP congestioncontrol which discriminates against flows with large roundtrip times. This, coupled with the fact that the average sizeof files exchanged is in the order of 2-4 MB, makes latency avery important consideration when selecting amongst multiple peers sharing the same file. Although we certainly realize that the latency to any particular peer is totally dependent on the location of the host from which it is measured,we feel the distribution of latencies over the entire population of peers from a given host might be similar (but notidentical) from different hosts, and hence, could be of interest.2.3.2 Lifetime MeasurementsTo gather measurements of the lifetime characteristicsof peers, we needed a tool that would periodically probe alarge set of peers from both systems to detect when theywere participating in the system. Every peer in both Napster and Gnutella connects to the system using a unique IPaddress/port-number pair; to download a file, peers connectto each other using these pairs. There are therefore threepossible states for any participating peer in either Napsteror Gnutella:1. offline: the peer is either not connected to the Internetor is not responding to TCP SYN packets because it isbehind a firewall or NAT proxy.2. inactive: the peer is connected to the Internet and isresponding to TCP SYN packets, but it is disconnectedfrom the peer-to-peer system and hence responds withTCP RST’s.3. active: the peer is actively participating in the peer-topeer system, and is accepting incoming TCP connections.Based on this observation, we developed a simple tool(which we call LF) using Savage’s “Sting” platform [14].To detect the state of a host, LF sends a TCP SYN-packetto the peer and then waits for up to twenty seconds to receive any packets from it. If no packet arrives, we markthe peer as offline for that probe. If we receive a TCP RSTpacket, we mark the peer as inactive. If we receive a TCPSYN/ACK, we label the host as active, and send back a RSTpacket to terminate the connection. We chose to manipulate TCP packets directly rather than use OS socket calls toachieve greater scalability; this enabled us to monitor thelifetimes of tens of thousands of hosts per workstation.2.3.3 Bottleneck Bandwidth MeasurementsAnother characteristic of peers that we wanted to gatherwas the speed of their connections to the Internet. This isnot a precisely defined concept: the rate at which contentcan be downloaded from a peer depends on the bottleneckbandwidth between the downloader and the peer, the available bandwidth along the path, and the latency between thepeers.The central Napster servers can provide the connectionbandwidth of any peer as reported by the peer itself. However, as we will show later, a substantial percentage of theNapster peers (as high as 25%) choose not to report theirbandwidths. Furthermore, there is a clear incentive for apeer to discourage other peers from downloading files byfalsely reporting a low bandwidth. The same incentive tolie exists in Gnutella; in addition to this, in Gnutella, bandwidth is reported only as part of a successful response to aquery, so peers that share no data or whose content does notmatch any queries never report their bandwidths.Because of this, we decided that we needed to activelyprobe the bandwidths of peers. There are two inherently difficult problems with measuring the available bandwidth toand from a large number of participating hosts: first, available bandwidth can significantly fluctuate over short periodsof time, and second, available bandwidth is determined bymeasuring the loss rate of an open TCP connection. Instead,we decided to use the bottleneck link bandwidth as a firstorder approximation to the available bandwidth; becauseour measurement workstations are connected by a gigabitlink to the Abilene network, it is extremely likely that thebottleneck link between our workstations and any peer inthese systems is last-hop link to the peer itself. This is particularly likely since, as we will show later, most peers areconnected to the system using low-speed modems or broadband connections such as cable modems or DSL. Thus, if
we could characterize the bottleneck bandwidth betweenour measurement infrastructure and the peers, we wouldhave a fairly accurate upper bound on the rate at which information could be downloaded from these peers.Bottleneck link bandwidth between two different hostsequals the capacity of the slowest hop along the path between the two hosts. Thus, by definition, bottleneck linkbandwidth is a physical property of the network that remains constant over time for an individual path.Although various bottleneck link bandwidth measurement tools are available [9, 11, 4, 10], for a number of reasons that are beyond the scope of this paper, all of thesetools were unsatisfactory for our purposes. Hence, we developed our own tool (called SProbe) based on the sameunderlying packet-pair dispersion technique as many of theabove-mentioned tools. Unlike these other tools, however,SProbe uses tricks inspired by Sting [14] to actively measure both upstream and downstream bottleneck bandwidthsusing only a few TCP packets. Our tool also proactivelydetects cross-traffic that interferes with the accuracy of thepacket-pair technique, vastly improving the overall accuracy of our measurements. 1 By comparing the reportedbandwidths of the peers with our measured bandwidths, wewere able to verify the consistency and accuracy of SProbe,as we will demonstrate in Section 3.5.2.3.4 A Summary of the Active MeasurementsFor the lifetime measurements, we monitored 17,125Gnutella peers over a period of 60 hours and 7,000 Napsterpeers over a period of 25 hours. For each Gnutella peer, wedetermined its status (offline, inactive or active) once everyseven minutes and for each Napster peer, once every twominutes.For Gnutella, we attempted to measure bottleneck bandwidths and latencies to a random set of 595,974 uniquepeers (i.e., unique IP-address/port-number pairs). We weresuccessful in gathering downstream bottleneck bandwidthmeasurements to 223,552 of these peers, the remainder ofwhich were either offline or had significant cross-traffic. Wemeasured upstream bottleneck bandwidths from 16,252 ofthe peers (for various reasons, upstream bottleneck bandwidth measurements from hosts are much harder to obtainthan downstream measurements to hosts). Finally, we wereable to measure latency to a total of 339,502 peers. ForNapster, we attempted to measure downstream bottleneckbandwidths to a set of 4,079 unique peers. We successfullymeasured 2,049 peers.In several cases, our active measurements were regardedas intrusive by several people who participated in one ofthe two systems monitored and were therefore captured inour traces. Unfortunately, several e-mail complaints werereceived by the computing staff at the University of Washington, and we decided to prematurely terminate our crawls,1 For more information about SProbe, refer to html.hence the lower number of monitored Napster hosts. Nevertheless, we successfully captured a sufficient number ofdata points for us to believe that our results and conclusionsare representative for the entire Napster population.3 Measurement ResultsOur measurement results are organized according to anumber of basic questions addressing the capabilities andbehavior of peers. In particular, we attempt to address howmany peers are capable of being servers, how many behavelike clients, how many are willing to cooperate, and alsohow well the Gnutella network behaves in the face of random or malicious failures.3.1 How Many Peers Fit the High-Bandwidth,Low-Latency Profile of a Server?One particularly relevant characteristic of peer-to-peerfile sharing systems is the percentage of peers in the systemhaving server-like characteristics. More specifically, we areinterested in understanding what percentage of the participating peers exhibit the server-like characteristics with respect to their bandwidths and latencies. Peers worthy ofbeing servers must have high-bandwidth Internet connections, they should remain highly available, and the latencyof access to the peers should generally be low. If there isa high degree of heterogeneity amongst the peers, a welldesigned system should pay careful attention to delegating routing and content-serving responsibilities, favoringserver-like peers.3.1.1 Downstream and Upstream Measured Bottleneck Link BandwidthsTo fit profile of a high-bandwidth server, a participating peer must have a high upstream bottleneck link bandwidth, since this value determines the rate at which a servercan serve content. On the left, Figure 3 presents cumulative distribution functions (CDFs) of upstream and downstream bottleneck bandwidths for Gnutella peers. 2 Fromthis graph, we see that while 35% of the participating peershave upstream bottleneck bandwidths of at least 100Kbps,only 8% of the peers have bottleneck bandwidths of at least10Mbps. Moreover, 22% of the participating peers haveupstream bottleneck bandwidths of 100Kbps or less. Notonly are these peers unsuitable to provide content and data,they are particularly susceptible to being swamped by a relatively small number of connections.The left graph in Figure 3 reveals asymmetry in the upstream and downstream bottleneck bandwidths of Gnutellapeers. On average, a peer tends to have higher downstreamthan upstream bottleneck bandwidth; this is unsurprising,because a large fraction of peers depend on asymmetric2 “Upstream” denotes traffic from the peer to the measurement node;“downstream” denotes traffic from the measurement node to the peer.
Figure 3. Left: CDFs of upstream and downstream bottleneck bandwidths for Gnutella peers; Right:CDFs of downstream bottleneck bandwidths for Napster and Gnutella peers.Figure 4. Left: Reported bandwidths For Napster peers; Right: Reported bandwidths for Napsterpeers, excluding peers that reported “unknown”.links such as ADSL, cable modems or regular modems using the V.90 protocol [1]. Although this asymmetry is beneficial to peers that download content, it is both undesirableand detrimental to peers that serve content: in theory, thedownload capacity of the system exceeds its upload capacity. We observed a similar asymmetry in the Napster network.The right graph in Figure 3 presents CDFs of downstream bottleneck bandwidths for Napster and Gnutellapeers. As this graph illustrates, the percentage of Napsterusers connected with modems (of 64Kbps or less) is about25%, while the percentage of Gnutella users with similarconnectivity is as low as 8%.At the same time, 50% of the users in Napster and 60%of the users in Gnutella use broadband connections (Cable,DSL, T1 or T3). Furthermore, only about 20% of the usersin Napster and 30% of the users in Gnutella have very highbandwidth connections (at least 3Mbps). Overall, Gnutellausers on average tend to have higher downstream bottleneckbandwidths than Napster users. Based on our experience,we attribute this difference to two factors: (1) the currentflooding-based Gnutella protocol is too high of a burden onlow bandwidth connections, discouraging them from participating, and (2) although unverifiable, there is a widespreadbelief that Gnutella is more popular to technically-savvyusers, who tend to have faster Internet connections.3.1.2 Reported Bandwidths for Napster PeersFigure 4 illustrates the breakdown of the Napster peerswith respect to their voluntarily reported bandwidths; thebandwidth that is reported is selected by the user during theinstallation of the Napster client software. (Peers that re-
Figure 5. Left: Measured latencies to Gnutella peers; Right: Correlation between Gnutella peers’downstream bottleneck bandwidth and latency.port “Unknown” bandwidth have been excluded in the rightgraph.)As Figure 4 shows, a significant percent of the Napsterusers (22%) report “Unknown”. These users are either unaware of their connection bandwidths, or they have no incentive to accurately report their true bandwidth. Indeed,knowing a peer’s connection speed is more valuable to others rather than to the peer itself; a peer that reports highbandwidth is more likely to receive download requests fromother peers, consuming network resources. Thus, users havean incentive to misreport their Internet connection speeds.A well-designed system therefore must either directly measure the bandwidths rather than relying on a user’s input,or create the right incentives for the users to report accurateinformation to the system.Finally both Figures 3 and 4 confirm that the most popular forms of Internet access for Napster and Gnutella peersare cable modems and DSLs (bottleneck bandwidths between 1Mbps and 3.5Mbps).over (1,000Kbps,60-300ms). These clusters correspondto the set of modems and broadband connections, respectively. The negatively sloped lower-bound evident in thelow-bandwidth region of the graph corresponds to the nonnegligible transmission delay of our measurement packetsthrough the low-bandwidth links.An interesting artifact evident in this graph is the presence of two pronounced horizontal bands. These bands correspond to peers situated on the North American East Coastand in Europe, respectively. Although the latencies presented in this graph are relative to our location (the University of Washington), these results can be extended to conclude t
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DNR Peer A Peer B Peer C Peer D Peer E Peer F Peer G Peer H Peer I Peer J Peer K 14 Highest Operating Margin in the Peer Group (1) (1) Data derived from SEC filings, three months ended 6/30/13 and includes DNR, CLR, CXO, FST, NBL, NFX, PXD, RRC, SD SM, RRC, XEC. Calculated as
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Modeling Peer-Peer File Sharing Systems 


In a peer-peer ﬁle-sharing application, for example, a peer both requests ﬁles from its peers, and stores and serves ﬁles to its peers. A peer thus generates workload for the peer-peer application, while also providing the ca
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PEER-TO-PEER IN YOUTH INFORMATION - VšĮ Creativitas 


this training course came from as well as to explain 3 main themes (peer-to-peer education, youth information and facilitation). As a trainer delivering the peer-to-peer training course, you will need a bit some more knowledge in your pockets before the training course starts. If you are a young peer educator who just finished the training course,









28 Views




1y ago






















Strategy and Responsibility Overview 


CarMax is the Largest Buyer and Seller of Used Autos from and to Consumers in the U.S. 5. The powerful integration of our online and in -person experiences gives us access to the. largest addressable market . in the used auto industry. CarMax. Peer 1. Peer 2. Peer 3. Peer 4. Peer 5. Peer 6. Peer 7. 752K CarMax FY21 vs Public Peers in CY2020. 11%
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Peer and Non-Peer Co-Facilitation of a Health and Wellness ... 


support the mental health recovery of others, often work side-by-side with traditional providers (non-peers) in the delivery of treatment groups. The present study aimed to examine group participant and peer provider experiences with peer and non-peer group co-facilitation. Data from a randomized controlled trial of Living Well, a peer and non-
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Peer Mentorship Toolkit - IREX 


Peer Mentoring Agreement and Action Plan The Peer Mentoring Agreement and Action Plan is a tool that you and your peer mentor should complete at the start of the peer mentorship to guide your time together and establish expectations. The tool guides you and your peer
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K-Nearest Neighbor Search in Peer-to-Peer Systems 


peer-to-peer networks, can be very communication-expensive and impractical due to the huge amount of available data and lack of central control. Frequent data updates pose even more difficulties when applying existing classification techniques in peer-to-peer networks. We propose a distributed, scalable and
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Draft – This draft is not intended for trial use or any ... 


ANSI A300 standards are intended to guide work practices for the care of trees, palms, shrubs, and other woody landscape plants. They apply to arborists, horticulturists, landscape architects, and other professionals who provide for or supervise the management of these plants for property owners, property managers, businesses, government agencies, utilities, and others who use these services .
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Rocket Lawyer Legal Benefits Plan Summary - avinc 

3) You can also hire a lawyer for ongoing representation. Rocket Lawyer On Call attorneys generally offer Rocket Lawyer members 40% off their normal rate. Alternatively, you can speak to your Rocket Lawyer customer representative or call us at (877) 881-0947. We'll contact you within one business day and connect you to a local lawyer.
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Rocket Lawyer Legal Benefits Plan Summary

3) You can also hire a lawyer for ongoing representation. Rocket Lawyer On Call attorneys generally offer Rocket Lawyer members 40% off their normal rate. Alternatively, you can speak to your Rocket Lawyer customer representative or call us at (877) 881-0947. We'll contact you within one business day and connect you to a local lawyer.
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Gorilla exceptions and the ethically apathetic corporate lawyer

Here, Dare sees the lawyer as the instrument of the institution of law. Postema disagrees: 'The lawyer must recognise that the institution acts only through the voluntary activities of the lawyer and client. The lawyer is not the instrument of the institution, rather the institution is the instrument of the client and the client engages the .
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ALABAMA Alabama Legal Help Alabama Lawyer Referral Service How Does the .

The Lawyer Referral Service does not have free attorneys. How Does the Lawyer Referral Service Work? When you call the Lawyer Referral Service's toll free number (1-800-392-5660) you will be asked to briefly state your problem. All information will be held in the strictest confidence. After listening to your problem, the Lawyer Referral .
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TEXAS DISCIPLINARY RULES OF PROFESSIONAL CONDUCT VII .

the lawyer’s letterhead, business cards, office sign, fee contracts, and with the lawyer’s signature on pleadings and other legal documents. (f) A lawyer shall not use a firm name, letterhead, or other professional designation that violates Rule 7.02(a). Comment 1. A lawyer or law firm may not practice law using a name that is misleading as .File Size: 137KB
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RISK MANAGEMENT FOR LEGAL SUPPORT STAFF

A lawyer’s letterhead or a business card may include the name of a non-lawyer assistant if the assistant’s ca-pacity is clearly indicated and the document is otherwise neither false nor misleading. 10. A lawyer may use a non-lawyer, non-employee f
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Hiring and Working with an Attorney

questions and how well the lawyer listens to you. You also want to pay attention to how easy it is to understand the lawyer's explanation of your legal problem, and how you feel about the lawyer's abilities. During the interview, you may ask questions about the lawyer's background, qualifi-cations and experience, such as:
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A Guide to Setting Up and Using Your Lawyer Trust Account

The ethical obligations for those who set up lawyer trust accounts are rooted in the principle that a lawyer who holds funds of a client or third person in trust, even for a . those assets from the lawyer's personal and business assets. Oregon Rules of Professional Conduct (ORPC) 1.15-1 and ORPC 1.15-2 set forth the ethical duties and
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Ethics and the Virtual Practice of Law

An office or a law firm may be "virtual," but the lawyer is in a specific location. Must the lawyer be licensed to practice in the jurisdiction where the lawyer is physically located? Must the lawyer be licensed in the jurisdiction where the client and the client's matter is located? 8. E THICS & V IRTUAL P RACTICE Relevant Ethics Rules .




1y ago




109 Views






















Enron and the Corporate Lawyer: A Primer on Legal and Ethical Issues

144 The Business Lawyer; Vol. 58, November 2002 responsibilities when the lawyer learns, or has reason to know, that officers or other agents of the lawyer's corporate client are engaged in conduct that violates the law or their fiduciary duty to the corporation and is likely to result in harm
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LegalZoom Inc v. Rocket Lawyer Incorporated Doc. 11

LegalZoom.com Inc v. Rocket Lawyer Incorporated Doc. 11 Dockets.Justia.com. EXHIBIT 1 EXHIBIT 1. EXHIBIT 1 -21-EXHIBIT 2 EXHIBIT 2. EXHIBIT 2 -22-EXHIBIT 3 EXHIBIT 3. rocketlaywer incorporate-Google Search https://www.google.coml . Free Legal Documents & Legal Forms I Find a Lawyer I Rocket Lawyer
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LegalZoom Inc v. Rocket Lawyer Incorporated Doc. 17

LegalZoom.com Inc v. Rocket Lawyer Incorporated Doc. 17 Dockets.Justia.com. EXHIBIT 1 EXHIBIT 1. EXHIBIT 1 -23-EXHIBIT 2 EXHIBIT 2. EXHIBIT 2 -24-EXHIBIT 3 EXHIBIT 3. rocketlaywer incorporate-Google Search https://www.google.coml . Free Legal Documents & Legal Forms I Find a Lawyer I Rocket Lawyer




1y ago




103 Views






















iLJ -- 2017) -, Issued by ACPE, CAA, & UPL June 21, 2017 ADVISORY .

enforcing a legal document (called "document defense"). Users also receive a "free" 3Ominute consultation with a lawyer, and can use the "ask a lawyer" section of its website for legal advice. Participating lawyers do not pay Rocket Lawyer but agree to offer a discounted fee for additional services; Rocket Lawyer retains the monthly subscription fees. The Committees find that the .
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ETHICAL ISSUES IN CLASS ACTIONS . - Parker Mills LLP

DAVID B. PARKER is a trial lawyer and founder of Parker Mills LLP in Los Angeles. His practice is focused on commercial, professional liability and insurance litigation. Often described as a "lawyer’s lawyer," his practice extends to counseling and litigation in legal ethics and disputes between and among lawyers.
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10TH ANNUAL PERFORMANCE REPORT OF THE NATIONAL PRO BONO .

Target. 10TH annual PERFORMANCE REPORT oF The National Pro Bono Aspirational Target PERFORMANCE OF TARGET SIGNATORIES AT LEAST 35 HOURS OF “PRO BONO LEGA L SERVICE S” PER LAWYER PER YEAR 48.6% 35.7 pro bono hours per lawyer across Target Signatories3. Down from 36.0 pro bono hours per lawyer in FY2016 of Signatories met or exceeded the .
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Our systems have detected unusual traffic from your computer network. This page checks to see if it's really you sending the requests, and not a robot.

















