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Modeling Peer-Peer File Sharing SystemsZihui Ge, Daniel R. Figueiredo, Sharad Jaiswal, Jim Kurose, Don TowsleyDepartment of Computer ScienceUniversity of Massachusetts, Amherst{gezihui, ratton, sharad, kurose, towsley}@cs.umass.eduAbstract— Peer-peer networking has recently emerged as anew paradigm for building distributed networked applications.In this paper we develop simple mathematical models to exploreand illustrate fundamental performance issues of peer-peer filesharing systems. The modeling framework introduced and thecorresponding solution method are flexible enough to accommodate different characteristics of such systems. Through thespecification of model parameters, we apply our framework tothree different peer-peer architectures: centralized indexing, distributed indexing with flooded queries, and distributed indexingwith hashing directed queries. Using our model, we investigatethe effects of system scaling, freeloaders, file popularity andavailability on system performance. In particular, we observe thata system with distributed indexing and flooded queries cannotexploit the full capacity of peer-peer systems. We further showthat peer-peer file sharing systems can tolerate a significantnumber of freeloaders without suffering much performancedegradation. In many cases, freeloaders can benefit from theavailable spare capacity of peer-peer systems and increase overallsystem throughput. Our work shows that simple models coupledwith efficient solution methods can be used to understand andanswer questions related to the performance of peer-peer filesharing systems.I. I NTRODUCTIONPeer-peer networking has recently emerged as a newparadigm for building distributed networked applications. Thepeer-peer approach differs from the traditional client/serverapproach towards building networked applications in severalcrucial ways. Perhaps most importantly, a peer is both a producer and a consumer of the implemented service. In a peerpeer file-sharing application, for example, a peer both requestsfiles from its peers, and stores and serves files to its peers. Apeer thus generates workload for the peer-peer application,while also providing the capacity to process the workloadrequests of others. As a result, an increase in the number ofpeers results not just in an increase in workload, but also in aconcomitant increase in the capacity to serve the workload. Inthe traditional client-server approach, a clear distinction existsbetween the consumers and producers of a service — clientsgenerate workload and workload is processed by servers; anincrease in the number of clients results simply in an increasein workload. A second important difference is that a peer’slifetime in the system is transitory — a peer may be activeThis research has been supported in part by the NSF under grant awardsANI-9809332, ANI-9805185, and EIA-0080119, by DARPA under contract9608-02-22ALAN010 and by CAPES (Brazil). Any opinions, findings, andconclusions or recommendations expressed in this material are those of theauthors and do not necessarily reflect the views of the National ScienceFoundation.0-7803-7753-2/03/ 17.00 (C) 2003 IEEEin the system for some time (both generating requests andserving the requests of others) and then go off-line, removingitself from the system.Considerable research has been devoted to developing afundamental understanding of the performance of traditionalclient-server applications [1]. For example, various modelsexist for predicting the system throughput and average response time of a workload that is load-balanced among a setof servers. Perhaps because the field is so new, significantlyless work has been devoted to developing a fundamentalunderstanding of peer-peer applications. Much of the researchto date in peer-peer networking has focused on developingpoint solutions to specific peer-peer problems, or on measuring client workloads and serving characteristics of currentlydeployed peer-peer systems.To our knowledge, no study has yet evaluated fundamentalperformance issues of peer-peer file sharing systems. It isdifficult to evaluate any conjecture in real deployed peer-peersystems, given the unregulated and transitory nature of suchnetworks. Thus, a formal framework is clearly needed to provide for the systematic evaluation of such performance issues.For example, it is generally assumed that peer-peer systemscan scale better than the traditional client/server approach.However, there has not been any quantitative evaluation ofthe scalability of peer-peer systems. Moreover, it is commonlyassumed that freeloaders can degrade the performance of peerpeer systems since they do not contribute to the capacity of thesystem. Again, we are not aware of any study that examinesthe impact freeloaders have on the overall system performanceand on other non-freeloading peers.The goal of our work is to develop simple mathematicalmodels that can be used to illustrate and illuminate fundamental performance issues of peer-peer file sharing systems.We introduce a flexible mathematical abstraction of a peerpeer file sharing system that is general enough to capturethe essence of different architectures and different peer behaviors. We also present an approximate solution method forthe system throughput which will be used to analyze thesystem performance. By defining specific model parameterswe capture three different architectures (centralized indexing,distributed indexing with flooded queries, distributed indexingwith routed queries) and two classes of peers (non-freeloadersand freeloaders).A particular strength of our approach is the generality ofthe modeling framework which allows one to explore a rangeof issues and performance trade-offs of file sharing peer-peerIEEE INFOCOM 2003
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systems. In particular, we address the following fundamentalissues: (i) the scalability of different architectures with thenumber of peers; (ii) the impact on such systems due to thepresence of different classes of peers (e.g., freeloaders); (iii)the impact of imbalance in service capacity and file requestload on such systems.We now summarize some of our results: The use of limited-scope flooding of queries has a seriously negative impact on the system performance. Thisapproach has an inherent handicap in not being able tofully capitalize on the potential capacity of a peer-peersystem. Contrary to what one might expect, freeloaders often donot have a significant negative impact on the performanceof other peers. In fact, peer-peer systems are likely to havespare capacity which freeloaders can benefit from. It is known that well designed distributed indexing architectures like CAN and Chord [2], [3] can scale with population size. However, we show that a centralized indexingapproach can scale gracefully until the system reaches itscapacity to process queries, and can outperform the otherarchitectures for small population sizes. The performance of a peer-peer system shows only aminor degradation when the most requested files are notthe most widely available.In the following section we provide an overview of currentpeer-peer file sharing architectures and discuss their differences. In Section III we introduce an abstract model for peerpeer file sharing systems. The model parameters correspondingto each particular architecture are defined in Section IV. InSection V, we derive an approximate solution technique for thesystem throughput. Numerical results and comparison betweendifferent architectures under various conditions are presentedin Section VI. Finally, we conclude the paper in Section VII.II. BACKGROUNDIt is possible to divide the currently proposed peer-peer filesharing systems into three different architectures. The earliestdesign uses a central server (or server cluster) to coordinateparticipating nodes and to maintain an index of all availablefiles being shared. When a peer node joins the system, itcontacts the central server and sends a list of the local filesthat are available for other peers to download (shared files).To locate a file, a peer sends a query to the central server,which performs a database lookup and responds with a list ofpeers that have the desired file. If a peer leaves the system, itslist of shared files is removed from the central server. We willdenote such an architecture as a CIA (Centralized IndexingArchitecture). An example of such a system is the Napsternetwork [4].The two other architectures eliminate the central server anddistribute the indices of available files among participatingnodes; they differ from each other primarily in the mannerin which they distribute the file indices. In one approach, eachpeer is responsible for maintaining the indices of only thefiles it stores. A limited-scope query message is flooded to the0-7803-7753-2/03/ 17.00 (C) 2003 IEEEnetwork when a peer wants to locate a file in the system. Allnodes reached by the flooding that have a positive match withthe query reply to the peer that originated the request. Note thatsince query messages have limited-scope, it is possible thatpeers cannot locate files even though the files are availablein the system. This type of architecture will be denoted asDIFA (Distributed Indexing with Flooding Architecture). It istypified by the Gnutella network [5].The third approach eliminates flooding by systematicallydistributing the file indices among participating nodes, withqueries being routed directly to the node responsible for thatsubset of the file index. When a node joins the system, it isassigned a subset of the index space and it receives all keys ( file name, peer address pairs) for that subset. If a peer leavesthe system, another peer (or peers) becomes responsible forits subset of the file index. We will denote such systems asDIHA (Distributed Indexing with Hashing Architecture) whichare typified by Chord [2], CAN [3], Pastry [6] and Tapestry[7].Despite their architectural differences, three common important functions are performed by all peers in all architectures: (i)maintenance of the infrastructure of the peer-peer system. Thisinvolves handling peer arrivals and departures and ensuringnetwork connectivity among peers; (ii) handling queries. Thisinvolves query propagation and response mechanisms; (iii) filetransfers. This last function involves reliable file download,and is performed similarly in all three architectures, sinceafter locating the destination node a direct file transfer takesplace, between the peer requesting the file and the one storingit. The manner in which the first two functions above areaccomplished, however, differ significantly among the three architectures. In the central server architecture, the central serverhandles all infrastructure maintenance and query processingfunctions. In contrast, these functions are distributed amongall the peers in the system in the two distributed architectures.III. M ODEL FOR P EER -P EER F ILE S HARING S YSTEMSIn order to capture the distinguishing characteristics of peerpeer file sharing systems, we seek a simple, yet representative,mathematical abstraction. We model the peer-peer system asa multiple class closed queueing network where each classconsists of a fixed population of peers, given by N (N (1) , . . . , N (C) ), where C is the number of classes. Peerscan be either on-line, participating in the system, or off-line.While on-line, a peer generates workload by posing queries tolocate files and performing file downloads. When a peer joinsthe system, moving from the off-line to the on-line state, it notonly generates workload, but also brings service capacity tothe system. In the distributed architectures, a peer participatesin infrastructure maintenance and query processing (which wewill term “common service”). In all architectures a newlyarriving peer will also be available to serve files to its peers,which increases the service capacity of the system. Afterdownloading a file, a peer either leaves the system (and returnsto the off-line state) or remains in the system (to generatesubsequent requests, and to provide file transfers to otherIEEE INFOCOM 2003
MCN (c)N(c)NaNa(c)1/λof ftotal number of distinct files in the systemnumber of classes of peerspopulation size of the c-th class of peersvector (N (1) , . . . , N (C) ) of population sizesno. of peers on-line from the c-th class(1)(C)vector (Na , . . . , Na ) of peers on-lineaverage off-line time of the c-th class1/λidleµq (Na )µf (Na , i)average idle time of the c-th classservice rate of common service queueservice rate for downloading the i-thmost replicated fileprob. that a request is associated withj-th most popular fileprob. that a peer from the c-th classgoes off-lineprob. that a query for the i-th mostreplicated file failsthroughput of c-th class observed atreference point A in Figure 1 Csystem throughput,T (c) , observedc 1at reference point A in Figure 1(c)pj(c)pof fqf (Na , i)T (c)TTABLE IN OTATION AND MODEL PARAMETERS .peers). Figure 1 illustrates a model that captures this behavior,while the notation for the model is introduced in Table I. Wenext consider the individual components of this model in moredetail.The common services component of the system is abstractedby having a single server queue represent query processing.In the distributed architectures, peers cooperate to processqueries, and hence the service rate µq (Na ) for this queue isan increasing function of the number of on-line peers. Na is avector containing the number of peers on-line from each class.As noted earlier, peer-peer architectures differ significantlyin how they process queries. Thus, µq (Na ), appropriatelychosen, can be used to model the distinctive characteristicsof the search mechanism of each architecture.An important abstraction of our model is that each distinctfile being shared in the system will have a certain servicecapacity associated with it. That is, there will be some numberof copies of each file in a peer-peer network, and the largerthe number of copies, the larger the capacity of the peerpeer system to serve this file. This abstraction is modeled byassociating a single server queue with each distinct file in thesystem (we assume there are M distinct files). All requests todownload a particular file must enter its corresponding queueto be served. The service capacity to serve a file depends onthe number of replicas of that file present in the system, whichin turn generally depends on the popularity of that file. Thenumber of replicas in the system also depends on the numberof peers currently on-line. Thus, we denote the service capacityfor the i-th most replicated file as µf (Na , i), where i variesfrom 1 to M .Another important aspect of file sharing applications is thatqueries are not uniformly distributed among the M distinctfiles available in the system. Thus, let j 1, . . . , M indicate0-7803-7753-2/03/ 17.00 (C) 2003 IEEEthe rank of the file based on the number of requests it receives.Let pj denote the probability that a query is directed to thej-th most requested file. Note that the j-th most popular filemight not be the same as the j-th most replicated file. If afile has recently become “hot” it might receive more requeststhan any other file in the system, however, it might not be themost replicated file of the system.In all architectures, a query request can fail to locate thedesired file. This can happen for one of several reasons: (i) thedesired file is not present in the system; (ii) peers that hold thedesired file are off-line; (iii) the query message did not reachthe peer node that holds the index for the file being searched.Again, we want to model the fact that queries fail with unequal probability across the files available in the system. Theprobability that a query fails is a function of the number ofreplicas of the desired file. Moreover, the number of on-linepeers also affects the probability that a query will fail. Thus,let qf (Na , i) denote the probability that a query for the i-thmost replicated file fails given that there are Na peers on-line.By appropriately choosing qf (Na , i) we can model differentarchitectures and their behaviors with respect to query failure.When peers are on-line, they are not always posing queriesand downloading files. A peer might remain silent and neithergenerate queries nor download files for a period of time. Thisbehavior is modeled by including a “think phase” that eachpeer must go through before posing a query. User behavior(while on-line) thus consists of alternating intervals of thinktime and file query/download activity. The think time periodfor the c-th class (1 c C) is modeled by an infinite(c)server queue with mean service time 1/λidle . The time spentquerying/downloading will depend on system architecture,load, and other specific system parameters, as will be discussedlater.The final component of our model captures the behaviorof peers going off-line and, subsequently, coming back online. After downloading a file a peer might decide to leavethe peer-peer system (go off-line), which occurs with a class(c)(c)dependent probability pof f . Note that pof f determines theexpected number of downloads a peer from class c performs(c)before going off-line, which is given by 1/pof f . Upon leavingthe system the peer will remain off-line for a period of timebefore going on-line again. This corresponds to users exitingthe application and executing it again at a later point in time.Peer behavior thus consists of alternating intervals of beingon-line and off-line. The off-line period for the c-th class ismodeled by an infinite server queue with mean service time(c)1/λof f .A. Multiple classes of peersRecent measurement studies have observed a significantdisparity in peer behavior. For example, in [8] the authors pointout that nearly 70% of Gnutella users do not share any files;these peers are classified as “freeloaders”. More generally, in[9] the authors identify two distinct classes of peers: (i) a setthat behave more like servers, adding capacity to the system(by sharing many files) and requesting fewer downloads; (ii)IEEE INFOCOM 2003
think timeC) idle(commonservicesfile downloadservices;1 q (Na)Na.pM (1)idleqf (; M). . . f (Na; 1). . .A(C )pof f.poff(1)M f (Na; M ). (1)of f.off-line.Na 1)qf (p1Fig. 1.Model for peer-peer file sharing systemsa set that behaves more like clients, adding little capacity tothe system and requesting more downloads.Our model captures this important aspect by having multipleclasses of peers and by providing differentiated treatmentaccording to their class. We distinguish among differentclasses by giving different values to model parameters thatcharacterize the peer behavior, such as average think time,probability of going off-line, and average time off-line, on aper class basis.Moreover, having the service capacity (query processingand file downloading) depend on Na allows the model todifferentiate the amount of capacity that peers in differentclasses bring into the system. Note that different classes ofpeers can be used to distinguish not only among user behavior,but also other characteristics, such as different peer bandwidthconnectivity.B. Model extensionsIt is worth noting that the framework on which our modelis constructed is easily extended to accommodate other characteristics of peer-peer file sharing systems. In particular, wehave extended it to capture the impact that peers have on thesystem when making the transition from the off-line to theon-line stage. During this phase, the system adapts to the newpeer and may perform local (or global) updates in the fileindex. This transient stage can be modeled by another infiniteserver queue located just after the off-line stage. While in thistransient stage, peers effectively reduce the service capacityof the system. We believe that adding this subsystem to themodel has little impact on the general trend of our results. Tworeasons can help explain why: (i) the relatively short period oftime peers stay in the transient stage (compared to on-line andoff-line periods, which are several orders of magnitude larger);(ii) the relatively small overhead of adapting the system to the0-7803-7753-2/03/ 17.00 (C) 2003 IEEE.C) (offnew peer (an average update should not involve significantlymore work than the equivalent of a few queries). We haveconsidered this issue in a more detailed version of this work[10].Another possible extension is to allow for a variable numberof peers in the entire system. This would eliminate our fixedpopulation assumption and allow us to examine the systemunder a varying population. The model could be extended byintroducing an exogenous arrival process of peers to the online stage and allowing peers to probabilistically depart thesystem. Although we have not pursued this modification, webelieve such extensions are easy to incorporate in our currentmodeling framework.IV. M ODEL PARAMETERSIn the previous section, we presented a peer-peer file sharingmodel in which model parameters are functions of Na , filepopularity and file replication, which we now elaborate inmore detail.Only recently has research been conducted on characterizingthe workload and the service capacity of existing peer-peerfile sharing applications. To our knowledge, there exists onlya few measurements studies performed on actual peer-peersystems that attempt to characterize the available content andpeer behavior [8], [11], [12]. Thus, we will rely on ourunderstanding of different architectures, coupled with resultsfrom these measurement studies, to guide the choice of modelparameters for each type of architecture. Note that the modeland the approximate solution method (to be described inSection V) are flexible with respect to the choice of parametersand functions used to represent the service capacity. Therefore,it is possible to modify or replace parameters and functions ofthe model and still solve it using the solution method proposed.We first present the parameters for the single class case, i.e.,IEEE INFOCOM 2003
(1)C 1 and Na (Na ). We will discuss the case whereC 2 later.Results from a measurement study of the Gnutella network[11] have shown that most file queries are directed to a few,highly popular topics. Other studies [8] have shown that thenumber of replicas of a certain file in Napster and Gnutella isalso heavily skewed. A promising candidate distribution thathas been shown to capture such a popularity characteristic isthe Zipf distribution. This distribution can be used to determinethe probability that a query is associated with the j-th mostrequested file (pj ) and also to determine the service capacityof the i-th most replicated file. We will use i to denote rankaccording to the number of file replicas and j to denote therank according to the number of requests a file receives. Usingthe Zipf distribution, we have that pj 1/j α , where α is the Mscaling parameter of the distribution. Since j 1 pj 1, wehavepj K/j α(1) Mwhere K 1/ j 1 1/j α .The service capacity for a given file in the system is directlyproportional to the number of replicas of that file and to thenumber of peers that are currently on-line. Since the numberof replicas of a file are described by Zipf’s distribution, wemodel the service rate of the i-th most replicated file by(1)µf (Na , i) NaH Kiαµq (Na ) C1 (2)where H represents the basic service rate associated with thecontribution of a single peer to the file service capacity. Notethat all M distinct files are assumed to be available wheneverone or more peers are on-line.We assume that the file download component is identicalfor all peer-peer architectures, since files are shared by peersand are directly downloaded from one another. However,the architectures differ significantly in the manner in whichparticipating peers contribute to the common services. Hence,this component can be crucial in illuminating the performancedifferences among the three architectures. An important parameter is how balanced is the query workload distributedamong peers on-line, which will be quantified by θ, 0 θ 1.To exemplify, consider a server cluster that is fully balanced,in which case we say θ 1. However, if the workload ofthe cluster is skewed towards a small subset of the servers,then not all available service capacity can be utilized. Thus,the effective service capacity of the system is less than thesum of the capacity of the individual servers. In this case wesay θ 1. Peer-peer systems with distributed architecture aresubject to this imbalance, as queries generated by peers tendto have a skewed distribution.We now explore the distinctive characteristics of the threearchitectures and describe the rationale behind our choices ofµq (Na ). CIA - Centralized Indexing ArchitectureIn such an architecture, there exists a single server thatmaintains the index of all files and performs all query0-7803-7753-2/03/ 17.00 (C) 2003 IEEElookups. We thus model the service capacity of thecommon services as being independent of the numberof users on-line. Thus, where C1 0 is determined by the capacity of the centralserver to perform query lookups.DIFA - Distributed Indexing with Flooding ArchitectureIn such an architecture, each node maintains the indicesof the files it owns and responds positively to matchingqueries. Thus, the system-wide query service capacityincreases linearly with the number of peers on-line. However, due to the limited-scope flooding, a query reaches abounded number of peers in the system. Thus, the systemwide query service capacity should be scaled down bythis factor. We denote the number of peers a query reachesby T β , where T is the value of TTL, which indicates themaximum number of hops a query message traverses inlimited-scope flooding, and β 1 is a parameter relatedto the connectivity of the topology formed by the peers.Hence we defineCqµq (Na ) β Na(1) θTwhere Cq 0 is determined by the capacity of a singlepeer to process a query. Note that in this architecturethere is little imbalance in query processing, since queriesare not directed at any particular set of peers, but ratherflooded to locate files, thus, θ 1.DIHA - Distributed Indexing with Hashing ArchitectureIn such an architecture, each peer is responsible for asubset of the index space, thus, as in DIFA, the systemwide query service capacity increases linearly with thenumber of peers on-line. However, the average numberof peers traversed to answer a query, and hence involved(1)in processing it, increases in proportion to log(Na )[2]. Thus, we scale down the system service capacity bythis factor. Moreover, the DIHA architecture suffers fromthe imbalance phenomena, as specific peers are assignedfixed subsets of the index space, and queries will not bedistributed uniformly across the index space. Hence, forthis architecture, θ 1. Thus, we haveµq (Na ) Cq(1)log(Na )Na(1) θNote that Cq is the same in both distributed architecturesas we assume that peers have identical service capacityindependent of the architecture.Another important difference between the three architectures is how queries fail, which determines the probability ofquery failure. If we assume that all queries are for files thatexist in the system, that a peer that holds the index for thisfile is always on-line, and that communication is reliable, thena query fails only if it is unable to reach the peer node thatholds the index for the file being searched. In CIA and DIHA,queries are always routed to the peer node that contains theIEEE INFOCOM 2003
index for the file being searched, hence these architectures canalways locate the requested file. For these systemsqf (Na , i) 0However in DIFA, since a query is flooded only to abounded number of peers, there is a chance that the querymight not reach a peer that has the desired file. Thus, theprobability that a query for a given file will succeed isproportional to the ratio of the TTL to the diameter of the peer(1)peer network (approximated as (Na )1/β , with β previouslydefined). Another important factor is that queries directed atfiles with more replicas have a higher chance of success.Based on the previous arguments, we define the probabilityof query failure for a particular file as (1)0Na T βqf (Na , i) TM 1 i1 (1) 1/β M 1otherwise(Na )If we rank the files by the their number of replicas, thenM 1 icaptures the notion that a file with a higher rankM 1has a better chance to be located. It follows that the overallprobability of query failure is defined as:q(Na ) M pi qf (Na , i)i 1 0 1 (1)NaT(1(1)(Na )1/β KM 1M i1 α ) Tβotherwisei 1Note that in the equation above we have assumed that therank of a file according to its request popularity is identical toits rank determined by the number of replicas it has. Althoughthis need not be true, it allows for the analytical tractabilitypresented in the Section V. We will relax this assumption andexplore this mismatch in Section VI-C.A. Modeling freeloadersAs described earlier, it has been observed that peers divideinto two classes, those that provide file service capacity(non-freeloaders) and those that do not (freeloaders). It hasbeen argued that freeloaders can have a negative impact onoverall system performance. Hence, a fundamental questionconcerning the viability of file sharing peer-peer networksis if it can remain scalable under such a dichotomy in peerbehavior. Freeloaders bring in capacity only to the commonservice component of the system, and do not contribute tothe capacity of serving files. This represents the fact thatfreeloaders do not share any files but can still provide capacityto the infrastructure of the architecture (e.g., routing queries).Moreover, freeloaders generally exhibit a more aggressivebehavior than non-freeloaders, in the sense that they generatemore queries and download more files than non-freeloaders.Their off-line period can also be different, staying off-linefor longer periods 
In a peer-peer ﬁle-sharing application, for example, a peer both requests ﬁles from its peers, and stores and serves ﬁles to its peers. A peer thus generates workload for the peer-peer application, while also providing the ca
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DNR Peer A Peer B Peer C Peer D Peer E Peer F Peer G Peer H Peer I Peer J Peer K 14 Highest Operating Margin in the Peer Group (1) (1) Data derived from SEC filings, three months ended 6/30/13 and includes DNR, CLR, CXO, FST, NBL, NFX, PXD, RRC, SD SM, RRC, XEC. Calculated as
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A Measurement Study of Peer-to-Peer File Sharing Systems 


The popularity of peer-to-peer multimedia ﬁle sharing applications such as Gnutella and Napster has created a ﬂurry of recent research activity into peer-to-peer architec-tures. We believe that the proper evaluation of a peer-to-peer system must take into account the characteristics 
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Content Availability, Pollution and Poisoning in File Sharing Peer-to ... 


Peer-to-peer networks, File sharing, Content protection 1. INTRODUCTION Since its inception in 1999 with the Napster service, peer-to-peer ﬁle sharing has grown to the point of becoming one of the This work is supported in part by the National Science Foundation under grant numbers ANI-0085879 and ANI-0331659. ACM, 2005.
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File and Printer Sharing with Microsoft Windows - Oakton 


With simple file sharing, the act of enabling file sharing on a folder and specifying the type of access is simplified to the following choices: Whether to enable sharing for the folder The name of the share Whether to allow network users to change files in the folder The Sharing tab for simple file sharing is shown in the following figure.
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Peer -to peer (P2P) systems provides good infrastructure which achieve good performance. In this paper by applying peer-to-peer technology to the file sharing, in which server like web and file which holds a file that is requested many clients (receivers). In peer-to-peer 
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OblivP2P: An Oblivious Peer-to-Peer Content Sharing System 


Peer-to-peer (P2P) systems are predominantly used to distribute trust, increase availability and improve perfor-mance. A number of content-sharing P2P systems, for ﬁle-sharing applications (e.g., BitTorrent and Storj) and more recent peer-assisted CDNs (e.g., Akamai N
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Forensic Investigation of Peer-to-Peer File Sharing Network 


The investigation of peer-to-peer (p2p) ﬁle sharing networks is now of critical interest to law enforcement. P2P networks are extensively used for sharing and distribution of contraband. We detail the functionality of two p2p protocols, Gnutella and BitTorrent, and describe th
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Artificial Intelligence and the Modern Productivity ... 


Artificial Intelligence and the Modern Productivity Paradox: A Clash of Expectations and Statistics Erik Brynjolfsson, Daniel Rock, and Chad Syverson NBER Working Paper No. 24001 November 2017 JEL No. D2,O3,O4 ABSTRACT We live in an age of paradox. Systems using artificial intelligence match or surpass human level performance in more and more domains, leveraging rapid advances in other .
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Columbus,Ohio 1890

Slicing Steaks 3563 Beef Tender, Select In Stock 3852 Angus XT Shoulder Clod, Choice In Stock 3853 Angus XT Chuck Roll, Choice 20/up In Stock 3856 Angus XT Peeled Knuckle In Stock 3857 Angus XT Inside Rounds In Stock 3858 Angus XT Flats, Choice In Stock 3859 Angus XT Eye Of Round, Choice In Stock 3507 Point Off Bnls Beef Brisket, Choice In Stock
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Buying Your First Stock - Stock-Trak

Stock Market Game Time: 15 Minutes Requires: StockTrak Curriculum , Computer Access Buying Your First Stock This lesson is an introduction to buying a stock. Students will be introduced to basic vocabulary that is involved with a buying and owning a stock. Stu-dents will be going through the entire process of buying a stock from looking
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TRAINING - CamInstructor

Mastercam Training Guide Mill-Lesson-4-9 6. Change the parameters to match the Stock Setup screenshot below: Stock Setup Stock Origin The stock origin is the X-Y-Z coordinate position of the point indicated by the cross in the picture of the stock model. Use it so Mastercam knows where your stock model is located relative to your part and
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WPX Energy, Inc. - Feltl and Company

WPX Energy, Inc. Common Stock We are offering 27,000,000 shares of our common stock. Our common stock is listed on the New York Stock Exchange under the symbol “WPX.” On July 10, 2015, the last reported sale price for our common stock on the New York Stock Exchange (the “NYSE”) was 11.22 per share.
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Spray 2020 Corporate Profiles - industry-publications 

Custom plastic tubes (mono & multi-layer, ABL and Polyami) Stock and custom plastic, metal, and wood caps and closures Stock and custom fine mist, treatment and lotion pumps Stock and custom droppers Stock and custom rollerballs/roll-ons Stock sampler bottles and vials Stock German Quality cosmetic pencil sharpeners
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The Stock Market Profits Blueprint - Liberated Stock Trader

The stock market profits blueprint has been hand crafted to enable you to understand all the factors that play on the stock market. It is called a blueprint because a blueprint is in effect an architectural document to show how something is designed. The Blueprint will show you a powerful way to envisage how the stock market and the stock market
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The Impact of Persian News on Stock Returns Through Text Mining Techniques

Persian news - on the stock prices has been neglected. Consequently, this study aimed to fill this gap. To this aim, the stock index values were collected from the Tehran Stock Exchange along with the . Stock market prediction is a way to understand the future fluctuations of a company's stock price (Jishag et al., 2020). Generally, two .
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Stock Market Uncertainty and the Stock-Bond Return Relation

implied volatility and stock turnover may prove useful for ﬁnancial applications that need to under-stand and predict stock and bond return co-movements. Finally, our empirical results suggest that the beneﬁts of stock-bond diversiﬁcation increase during periods of high stock market uncertainty. This study is organized as follow.
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Operation of Stock Exchange - Williams College

Class Notes Operation of Stock Exchange - 3 - Buying on Margin "Margin" is borrowing money from your broker to buy a stock and using your invest-ment as collateral. Example Buy paying full price Buy stock at 60. Stock price goes to 90. Return (90 - 60)/60 50% Buy on "margin" Buy stock at 60. Borrow 30; you pay 30.
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Stock Market Development and Economic Growth: Empirical Evidence from China

measures used to proxy for stock market size and the size of real economy. Most of the existing studies use stock market index as a proxy for measuring the growth and development of stock market in a country. We argue that stock market index may not be a good measure of stock market size when looking at its association with economic growth.
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A Hybrid Prediction Method for Stock Price Using LSTM and . - Hindawi

the relationship between stock prices and these factors. Although these factors will temporarily change the stock price, in essence, these factors will be reﬂected in the stock price and will not change the long-term trend of the stock price. erefore, stock prices can be predicted simply with historical data.
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A voyage to more stable safety stock and service levels - apics 

safety stock targets. Most enterprise resources planning (ERP) systems perform a safety stock calculation. But very few include in the system all sources of variability as inputs to the safety stock formula. Furthermore, ERP tools rarely calculate accurate safety stock inputs or correct erroneous data. Figure 1 shows 13 basic safety stock inputs.
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Factors Affecting Performance of Stock Market: Evidence from . - HRMARS

We used the data of Colombo Stock Exchange (CSE) for Sri Lankan stock market in this research which is the main stock exchange of Sri Lanka. The market capitalization of CSE is over 20 billion USD. Colombo stock exchange is the first south Asian region stock market and overall 52nd who obtain the membership of World Federation of Exchanges.
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Forecasting Stock Price Turning Points in The Tehran Stock Exchange .

Forecasting Stock Price Turning Points in the Tehran Stock Exchange Using Weighted Support Vector Machine. Journal of Entrepreneurship Education, 25(5), 1-12 . 2 1528-2651-25-5-797 Citation Information: Sayrani., M & Sharif, J.S. (2022). Forecasting Stock Price Turning Points in the Tehran Stock Exchange Using Weighted Support Vector Machine. .




6m ago




86 Views






















Water Physical Stock Account: 1995-2010 - Tableau Public

10 Water physical stock account for year ended June 2003, by region . 11 Water physical stock account for year ended June 2004, by region . 12 Water physical stock account for year ended June 2005, by region . 13 Water physical stock account for year ended June 2006, by region . 14 Water physical stock account for year ended June 2007, by region
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