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Dictionary-guided Scene Text RecognitionNguyen Nguyen1 , Thu Nguyen1,2,4 , Vinh Tran6 ,Minh-Triet Tran3,4 , Thanh Duc Ngo2,4 , Thien Huu Nguyen1,5 , Minh Hoai1,61VinAI Research, Hanoi, Vietnam; 2 University of Information Technology, VNU-HCM, Vietnam;3University of Science, VNU-HCM, Vietnam;4Vietnam National University, Ho Chi Minh City, Vietnam;5University of Oregon, Eugene, OR, USA; 6 Stony Brook University, Stony Brook, NY, USA{v.nguyennm, v.thunm15, v.thiennh4, v.hoainm}@vinai.iothanhnd@uit.edu.vn, tmtriet@fit.hcmus.edu.vn, tquangvinh@cs.stonybrook.eduAbstractLanguage prior plays an important role in the way humans detect and recognize text in the wild. Current scenetext recognition methods do use lexicons to improve recognition performance, but their naive approach of casting theoutput into a dictionary word based purely on the edit distance has many limitations. In this paper, we present a novelapproach to incorporate a dictionary in both the trainingand inference stage of a scene text recognition system. Weuse the dictionary to generate a list of possible outcomesand find the one that is most compatible with the visual appearance of the text. The proposed method leads to a robust scene text recognition model, which is better at handling ambiguous cases encountered in the wild, and improves the overall performance of state-of-the-art scene textspotting frameworks. Our work suggests that incorporatinglanguage prior is a potential approach to advance scenetext detection and recognition methods. Besides, we contribute VinText, a challenging scene text dataset for Vietnamese, where some characters are equivocal in the visual form due to accent symbols. This dataset will serveas a challenging benchmark for measuring the applicability and robustness of scene text detection and recognitionalgorithms. Code and dataset are available at https://github.com/VinAIResearch/dict-guided.1. IntroductionScene text detection and recognition is an important research problem with a wide range of applications, frommapping and localization to robot navigation and accessibility enhancement for the visually impaired. However, manytext instances in the wild are inherently ambiguous due toartistic styles, weather degradation, or adverse illuminationconditions. In many cases, the ambiguity cannot be resolvedwithout reasoning about the language of the text.In fact, one popular approach to improve the performance of a scene text recognition system is to use a dictionary and cast the predicted output as a word from the dictionary. The normal pipeline for processing an input imageconsists of: (1) detect text instances, (2) for each detectedtext instance, generate the most probable sequence of characters, based on local appearance of the text instance without a language model, and (3) find the word in the dictionarythat has smallest edit distance (also called Levenshtein distance [14]) to the generated sequence of characters and usethis word as the final recognition output.However, the above approach has three major problems.First, many text instances are foreign or made-up words thatare not in the dictionary so forcing the output to be a dictionary word will yield wrong outcomes in many cases. Second, there is no feedback loop in the above feed-forwardprocessing pipeline; the language prior is not used in thesecond step for scoring and generating the most probablesequence of characters. Third, edit distance by itself is indeterminate and ineffective in many cases. It is unclear whatto output when multiple dictionary words have the sameedit distance to the intermediate output character sequence.Moreover, many languages have special symbols that havedifferent roles than the main characters of the alphabet, sothe uniform treatment of the symbols and characters in editdistance is inappropriate.In this paper, we address the problems of the currentscene text recognition pipeline by introducing a novel approach to incorporate a dictionary into the pipeline. Insteadof forcing the predicted output to be a dictionary word, weuse the dictionary to generate a list of candidates, which willsubsequently be fed back into a scoring module to find theoutput that is most compatible with the appearance feature.One additional benefit of our approach is that we can incorporate the dictionary into the end-to-end training procedure,
training the recognition module with hard examples.Empirically, we evaluate our method on several benchmark datasets including TotalText [3], ICDAR2013 [10],ICDAR2015 [11] and find that our approach of using a dictionary yield benefits in both training and inference stages.We also demonstrate the benefits of our approach for recognizing non-English text. In particular, we show that ourapproach works well for Vietnamese, an Austroasiatic language based on Latin alphabet with additional accent symbols ( , , ?, . , ) and derivative characters (ô, ê, â, ă, ơ, ư).Being the native language of 90 million people in Vietnamand 4.5 million Vietnamese immigrants around the world,Vietnamese texts appear in many scenes, so detecting andrecognizing Vietnamese scene text is an important problem on its own. Vietnamese script is also similar to otherscripts such as Portuguese, so an effective transfer learning technique for Vietnamese might be applicable to otherlanguages as well. To this end, a contribution of our paperis the introduction of an annotated dataset for Vietnamesescene text, and our experiments on this dataset is a valuabledemonstration for the benefits of the proposed language incorporation approach.In summary, the contributions of our paper are twofold.First, we propose a novel approach for incorporating a language model into scene text recognition. Second, we introduce a dataset for Vietnamese scene text with 2000 fullyannotated images and 56K text instances.2. Related WorkThe ultimate task of our work is scene text spotting [4,15, 17, 19, 24, 29, 31], which requires both detecting andrecognizing detected text instances. However, the maintechnical focus of our work is on the recognition stage. Currently, there are two main approaches in the recognitionstage. The first approach is based on character segmentation and recognition [2, 7, 9, 20, 31]; it requires segmentinga text region into individual characters for recognition. Oneweakness of this approach is that the characters are independently recognized, failing to incorporate a language modelin the processing pipeline. The second approach is based onrecurrent neural networks [26] with attention [6, 17, 18, 30]or CTC loss [5, 28, 34]. This approach decodes a text instance sequentially from the first to the last character; themost recently recognized character will be fed back to a recurrent neural network for predicting the next character inthe text sequence. In theory, with sequential decoding, thisapproach can implicitly learn and incorporate a languagemodel, similar to probabilistic language models in the natural language domain [12, 25, 27]. However, this approachcannot fully learn a language model due to the limited number of words appearing in the training images. Furthermore,because of the implicitness of the language model, there isno guarantee that the model will not output a nonsensicalsequence of characters.A dictionary is an explicit language model, and the benefits of a dictionary for scene text recognition are well established. In most previous works, a dictionary was usedto ensure that the output sequence of characters is a legitimate word from the dictionary, and it improved the accuracy immensely. Furthermore, if one could correctly reducethe size of the dictionary (e.g., only considering words appearing in the dataset), the accuracy would increase further.All of these are the evidence for the importance of the dictionary, and it does matter how the dictionary is used [32].However, the current utilization of dictionaries based on thesmallest edit distance [14] is too elementary. In this paper,we propose a novel method to incorporate a dictionary inboth training and testing phases, harnessing the full powerof the dictionary.Compared to the number of datasets for other visualrecognition tasks such as image classification and object detection, there are few datasets for scene text spotting. Mostdatasets including ICDAR2015 [11], Total Text [3], andCTW1500 [33] are for English only. Only the ICDAR2017dataset [21] is multi-lingual with nine languages, which wasrecently expanded with an additional language to becomeICDAR2019 [22]. However, this dataset also does not haveVietnamese. Our newly collected Vietnamese scene textdataset will contribute to the effort of developing robustmulti-lingual scene text spotting methods.3. Language-Aware Scene Text RecognitionTo resolve the inherent ambiguity of scene text in thewild, we propose to incorporate a dictionary into the recognition pipeline. From the initial recognition output, we usethe dictionary to generate a list of additional candidates,which will subsequently be evaluated by a scoring module to identify the output that is most compatible with theappearance feature. We also use the dictionary during thetraining stage to train the recognition module to recognizethe correct text instance from a list of hard examples. In thissection, we will describe the recognition pipeline and howthe candidates are generated in details. We will also describe the architecture of our network and the loss functionsfor training this network.3.1. Recognition pipelineOur scene text spotting system consists of two stages:detection and recognition. Given an input image, the detection stage will detect text instances in the image, which willbe then passed to the recognition stage. The main focus ofour paper is to improve the recognition stage, regardless ofthe detection algorithm. Specifically in this paper, we propose to use the state-of-the-art detection modules of ABCNet [19] and MaskTextSpotterV3 [16], but other detectionalgorithms can also be used. For brevity, we will describeour method together with the ABCNet framework in this
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A dictionary is an explicit language model, and the ben-eﬁts of a dictionary for scene text recognition are well es-tablished. In most previous works, a dictionary was used to ensure that the output sequence of characters is a legit-imate word from the dictionary, and it improved the accu-r
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Cold War (some Navy Cold War properties have been transferred to the Army). Chapter 6.0 includes a discussion of specific property types used by the Army during the Cold War era, whether they are directly related to the military-industrial effort or to other efforts.
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Cookbook - Houston

The cookbook was created by the City of Houston Department of Health and Human Services, the Office of Surveillance and Public Health Preparedness. The recipes can be prepared using non-perishable food items, available fresh fruits and vegetables, and manual appliances.
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A LITTLE BOOK OF JAPANESE RECIPES 2ndEd

7 dried Chinese black mushrooms, softened by soaking in hot water and stems trimmed, cut in strips 1/3 ounce (10 g) kampyo (dried gourd shavings), rubbed with salt, rinsed, and boiled until soft 2/3 cup (160 ml) dashi (bonito fish stock, you can find instant dashi powder in Asian stores) Use water from soaking mushrooms to dissolve dashi powder.
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Katou Gun,Hyogo 673-1447 Japan Canada, Inc. Retail Systems Department 5770 Ambler Dr. #20 Mississauga, Ontario, L4W-2T3 Contributing Companies: Cambro - www.cambro.com Chef Revival - www.chefrevival.com McCormick - www.mccormick.com Robot Coupe - www.robotcoupe.com Oneida - www.oneida.com Volrath - www.volrath.com Day Dots - www.daydots.com .
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2 The second Industrial Revolution, 1870-1914 The other aspect of the second Industrial Revolution worth stressing is the changing nature of the orga nization of produc tion. The sec ond Industri al Revolution witn esse d the grow th in some industri es of hu ge
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approximate (smooth) representation of the complicated crack distribution, generated in the course of arbitrary load programs. The fourth order tensor approximation of the crack density distribution is defined as : p(n) Pi&WjWb (23) where P , are the components of the fourth order crack density tensor.
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Southern Paiute Cultural History Curriculum Guide

Curriculum Guide is a supplemental curriculum for middle grade classrooms highlighting the rich cultural history of the monument. The project wa s funded by the Parks as Classrooms program. The curriculum development process involved face-to-face meetings and workshops with resource personnel from the
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Introduction to Hypothesis Testing

4 PART III: PROBABILITY AND THE FOUNDATIONS OF INFERENTIAL STATISTICS 8.2 FOUR STEPS TO HYPOTHESIS TESTING The goal of hypothesis testing is to determine the likelihood that a population parameter, such as the mean, is likely to be true.
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Land Dispute Assessment Report and Toolkit

land (i.e. umunani), disputes involving informal and polygamous unions, disputes about land transactions, and boundary disputes. Disputes over inheritance and gifts of land seemed to be the most common. These disputes were typically between parents and siblings, and between siblings upon the death of their parents.
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1.1: PROBLEM DEFINITION SOLUTION Student answers will vary .

1.1: PROBLEM DEFINITION Apply critical thinking to an engineering-relevant issue that is important to you. Create a written document that lists the issue, your reasoning, and your conclusion.




2y ago




36 Views






















1 P a g e

FIRST PUC ENGLISH QUESTION BANK COMMITTEE Chairperson Sri.PRAVEEN MAHISHI Govt. P U College for Girls B H Road, Shivamogga. Reviewer Sri. A. SRINATH Vishwabharathi P U College Mallasandra, Tumkur. Members Smt. Sandhya Bai Sri. ShivaKumar. P Govt PU College for Girls, Govt PU College, New Town, Bhadravathi. Nyamathi, Davangere.




2y ago




64 Views






















LESSON 1 INTRODUCTION TO INFORMATION AND COMMUNICATION .

1.0 ICT AND SOCIETY 3 Aiding Communication Telephone and fax machines are the devices used in extending communication. Spreading Information To broadcast information such as news or weather reports effectively. Radio, television, satellites and the World Wide Web (www) are powerful tools that can be used. TECHNOLOGY TIMELINE Technology Year
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Topics in Energy and the Environment: Opinions and .

environment challenges as they relate to engineering and how their perceptions have changed due to this course. This course is presented in a multi-media, active learning, project-based environment which increases the student‟s basic knowledge of a wide breath of energy/environmental topics. These topics
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